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P reface

Assembled here are the publications of NIST Electron Beam lon Trap (EBIT)
project, from its inception through the end of 2001. They are grouped thematically, as
indicated in the table of contents. In order to address some of the most frequently asked
questions that are not fully answered in the papers themselves (When did this work
begin? How much did it cost? Who worked on it?) a historical introduction is included.
Other introductory material can be found on our web site at http://physics.nist.gov/ebit.
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I I istorical introduction to the NIST EBIT project

The birth of the NIST EBIT may be traced to a discussion between Jim Roberts
and Dick Deslattes prior to my arrival in 1988. Jim had been searching for new research
directions for his Plasma Radiation group, and was encouraged by Dick to consider a new
device called an "Electron Beam Ion Trap" (EBIT) that had just been developed at
Berkeley and Livermore (see remarks by Ross Marrs, following this introduction). Jim
traveled to California to see the original EBIT, and became convinced that NIST would
benefit from being one of the first to embrace this new technology. On the day I arrived
at NIST to join Jim's group, I was swept into a meeting in which he was already
discussing the proposal to build an EBIT at NIST.

As plans developed, Jim teamed up with Josh Silver at the University of Oxford
and Uri Feldman at the U.S. Naval Research Laboratory to have the components for two
identical new EBITs designed and machined simultaneously. Mort Levine, recently
retired from Lawrence Berkeley Laboratory, went to Oxford to lead the design work. In
July of 1990, a contract was signed for $165k for one set of “EBIT parts” (including $35k
for materials) to be fabricated by the Oxford Nuclear Physics Machine Shop and
delivered to NIST. The contract was supplemented with a $13k addition near the end of
the 1-year fabrication period. Meanwhile, Jim specified the purchase of approximately
$100k in supporting electronics, vacuum pumps, and cryogenics, to be purchased in
collaboration with the Naval Research Laboratory.

After completing my postdoc work on another project in Jim's group, he hired me to
lead the EBIT project in 1991. Doug Alderson began to work part-time on the project as
the group technician, helping me prepare the laboratory space. In April of 1992 the box
of EBIT parts arrived. Charlie Brown, one of Uri Feldman's staff members, traveled to
NIST periodically to work with me on the assembly. Eventually, we purchased another
$50k or so of additional hardware, to bring the EBIT into operation for a grand total of
approximately $330k.

Our vision was to create a facility that would last many years and that would be
flexible enough to accommodate a wide range of experiments without major revision, so
Charlie and I took the better part of a year to carefully assemble and align the
components. Special attention was paid to cleanliness because we did not want to bake
the vacuum system and damage some of the internal magnet systems. The extra effort
paid off: we obtained an outgassing rate comparable to that of baked stainless steel, and
we have never had to disassemble the core of the EBIT for any reason since. We have
only opened the vacuum chamber occasionally to replace windows or to insert a fresh
electron gun. One of the last views of the inside of the NIST EBIT is shown in the
photograph in figure 1. Approximately 150 machined components make up the 6 major
EBIT subsections that are shown.
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Shortly after the system was assembled, the first NIST EBIT postdoc, Gino Serpa,
arrived from Notre Dame and began helping with the external wiring. A few months
later, Endre Takécs came as a guest researcher from Keith Burnett’s group at Oxford and
began helping with the high voltage connections. Martin Laming visited from NRL to
help install and debug some of the CAMAC electronics. Cornelius Morgan joined us
from the University of Maryland, shortly after finishing his PhD, and began helping with
the interlock systems. Our first trapped ions were obtained later in 1993 and our first
major scientific results were submitted for publication in 1994.

Around this time, a major expansion of our EBIT work developed. Eric Meyer
arrived from Harvard as our first NRC postdoctoral associate. Helmar Adler, a visitor
from the Princeton Plasma Physics Laboratory (and former postdoc in another project in
our group) carried out some experiments with Eric using a Fabry-Perot interferometer.
Collaborations with Germany, Russia, Australia, Hungary and groups within NIST
developed, as discussed below. At the same time, however, our collaborating scientists
from NRL began to focus their work in other areas and became less involved with the
EBIT. Two NRL technicians, Glenn Holland and Greg Boyer, continued to work on the
construction of a metal ion injector for our EBIT, however. Recently, NRL participation
has increased, as Martin Laming has become active in the planning and data analysis for
the microcalorimeter collaboration discussed below.

In 1994, Elmar Trébert began a series of visits from Germany to carry out
measurements of excited state lifetimes. Towards the end of this work (1998), we also
did the first spatial imaging of the ion cloud inside our EBIT. Support for this
collaboration was from a NATO International Scientific Exchange Grant and, later, the
Alexander von Humboldt Foundation. Trey Porto arrived at the end of this period (1998)
as an NRC postdoc and took the lead in developing the ion cloud imaging work.

Also 1994, Yefim Aglitskiy joined us half-time as a senior guest researcher from
Russia. Yefim's colleague, Anatoly Faenov, also came for a short visit to do an x-ray
spectroscopy experiment. The bulk of our x-ray spectroscopy, however, was done in
collaboration with Dick Deslattes' group at NIST (which included Larry Hudson, Al
Henins, Joe Pedulla, and Chris Chantler). After taking a position as a lecturer at the
University of Melbourne in Australia, Chris returned periodically to carry out various x-
ray experiments with us. We are currently co-PI's on a grant supporting this work from
the Australian Research Council.

With a “competence” funding award in 1994 from the office of the NIST Director
(Ray Kammer, retired), our research was expanded to address the emerging field of
nanotechnology. Laura Ratliff was hired as the second permanent NIST EBIT staff
physicist that year. In 1995 we extracted beams of highly charged ions from the top of
our EBIT. Bob Schmieder, from Sandia National Lab, loaned us an air-operated atomic
force microscope (AFM), and encouraged his postdoc, Dan Parks to join us as an NRC
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associate. Cornelius Morgan began the design of an ion beamline, and Alexander Pikin
later joined us from Russia (by way of Stockholm) to lead that effort. Ed Bell arrived as
a JILA postdoc to help put the beamline designs into practice. By 1996, our 8 meter
beamline was fully operational and producing record fluences of highly charged ions for
experiments on surfaces. Joe McDonald and Joachim Steiger visited from Livermore to
verify the beamline performance with an independent set of diagnostic hardware. The
following year, Christiana Ruehlicke visited from Livermore, to carry out some
experiments on protein fragmentation that required our very high beam fluences.

Some of our early ion-surface work was done in collaboration with Skip Berry and
Stacy Mogren at the National Security Agency, using the analytical instruments that they
had available at the Microelectronics Research Laboratory in Columbia, Maryland. By
1997, we had submitted our first ion-surface results for publication, and we purchased
our own UHV AFM and scanning tunneling microscope. By 1998, this microscope was
coupled to the EBIT beamline, and a new NRC postdoc, Ronnie Minniti, had developed a
vibration isolation system and begun experiments with the microscope. By the following
year, we submitted for publication the first atomic-scale images obtained in-vacuo of
features induced by highly charged ions.

Between 1995 and 1998, Endre Takéacs was back in Hungary, but a U.S.-Hungarian
Joint Fund grant made it possible for him to make periodic visits to NIST and bring, at
various times, several of his students (Attila Bader, Zoltan Onodi-Sziics, Csilla Szabd,
Zoltan Berényi, and Géabor Kusper). In 1999, Endre returned full time on a contract with
MIT. It was during this later period that Csilla Szabd joined us again on a Fulbright
Fellowship.

Jim Roberts retired from NIST in 1999, and I assumed his position as group leader.
In that year, we also began to deploy the EBIT to support the x-ray astronomy missions
of NASA, in collaboration with Eric Silver and Herb Schnopper from the Harvard-
Smithsonian Center for Astrophysics and Marco Barbera from the Observatory of
Palermo (Italy). Simon Bandler was the key postdoc from Harvard in this effort, and
Frank Defreze was the supporting technician. Ilmar Kink joined us during this time on a
postdoctoral fellowship from Sweden and worked together with Endre Takacs on this and
various other experiments. The astrophysics work is currently supported by a NASA
grant, for which we are co-investigators. Jim Roberts continues to work part time on the
development of EBIT instrumentation.

Our most recent NRC postdoc, Jason Sanabia, joined us in 2001 from the University
of Maryland and is working on ion-surface studies. Also this year, Hiro Tawara came
from Japan (by way of Kansas State) as a senior guest researcher.

In addition to the people mentioned above, research has been carried out at the
NIST EBIT by several other PhD students, Andrew Black (Harvard University) and
David Patterson (University of Melbourne), undergraduates, David Fanning
(Massachusetts Institute of Technology), Mark Scafonas (Saint Joseph's University),
Cornelius Jackson (Norfolk State University), Chad Riland (University of Maryland),
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Vivik Goel (Rice University), and Lashondria Dixon (Oklahoma State University and
Southern University), and local high school students (Jessica Thomas, Brent Cezairliyan,
Melissa Hao, Sam Jahanmir, Daniel Bates, and Gregory Vieira).

A number of additional people have repeatedly worked short-term on various aspects
of the our EBIT program, including several NIST staff members (Jack Sugar, Yong-Ki
Kim), outside visitors working in the lab (Ed Magee, Dave Knapp, John Seely, George
Doschek, Andreas Bard, Gene Livingston, Curt Riemann, Jan Lorincik, David Church,
Thomas Stoelker, Reinhold Schuch, Tony Calamai) and providing theoretical support
(Hai-Ping Cheng, Nico Stolterfoht, Jacques Dubau). Others, participating remotely, are
reflected in the co-author lists of the reprints contained in this document.

No list of EBIT team players would be complete without including the local
management who have supported this work and provided us with their encouragement
over the years: Wolfgang Wiese, Chief of the Atomic Physics Division at NIST, and
Katharine Gebbie and Bill Ott, Director and Deputy Director of the Physics Laboratory at
NIST.

My personal thanks go to all of you for daring to join in the EBIT adventure.

John Gillaspy,
Gaithersburg, MD; November, 2001
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Figure 1. The NIST EBIT, just before final assembly of the 6 major subsections (clockwise from the bottom: electron gun,
drift tube assembly, collector, liquid helium insert, liquid nitrogen shield, outer vacuum can).
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I {emembering Mort Levine and the beginnings of the
EBIT

Mort Levine died in February 2001. During the period 1985 — 1986 Mort and I
worked together on the development of the first electron beam ion trap (EBIT) at
Lawrence Livermore National Laboratory. At the time, Mort was an employee of
Lawrence Berkeley National Laboratory collaborating with several physicists at LLNL,
including myself. This was the heyday of Star Wars and x-ray lasers at Livermore, and it
became clear that more accurate measurements of energy levels and electron-ion collision
cross sections in highly charged ions were necessary for the successful design of x-ray
lasers. In this environment we knew that funding and management support would be
available at Livermore for the development of tools for such measurements. We were
aware of the production of very high ion charge states in an electron beam ion source
(EBIS) in Russia, and the observation of x-rays from electron-ion collisions inside an
EBIS in France. (We even had a private joke about exploiting the Russian “highly-
charged-ion gap” to obtain funding.)

The conception of the EBIT was preceded by an attempt to use an EBIS at
Berkeley for the study of highly charged ions. The Berkeley EBIS had been built as a
cyclotron ion source and then abandoned, and was available at the time. It was a room
temperature device that was unable to produce very high charge states. The solenoid
magnet was made from split coils, which made it possible to look into the electron beam
from the side. We started by studying the EBIS rather than using it. We built an imaging
mirror for soft x-rays in an attempt to measure the size of the trapped ion distribution.
We also measured rf emission with a probe inside the vacuum tank, and recorded
extracted ions. Mort led these measurements, and Bob Schmieder (from Sandia at
Livermore) and I drove over to Berkeley to participate. Mort had the most experience in
plasma physics, and it seemed to me that he already knew that the performance of this
EBIS would be degraded by plasma instabilities and that he was just looking for the
evidence, which soon arrived. The lesson from this experience was that we needed to
find a new tool for studying highly charged ions.

The experience with the Berkeley EBIS was our training ground. It gave us the
knowledge and confidence to build a new type of machine. Bob Schmieder began the
construction of a cryogenic EBIS at Sandia, and Mort and I began the construction of the
EBIT at LLNL, which provided the money. The EBIT is the marriage of a cryogenic
Penning trap with an EBIS electron beam. It was intended to be a small x-ray source for
spectroscopy of trapped ions. It was not intended to be a source of ion beams, although it
was later used for that purpose. We started the design by running computer calculations
of magnetic fields and the propagation of space-charge-dominated electron beams. Mort
found an excellent cryogenic engineer at Berkeley who worked with us and helped turn
our “physics design” into a mechanical design. As a result, most of the EBIT parts were
fabricated in the Berkeley shops and delivered to Livermore for final assembly.
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Our experiences on the first day of EBIT operation are an example of the
interaction of careful planning and the unexpected. We knew that the weak x-ray signal
from trapped ions would be overwhelmed by bremsstrahlung if even a tiny fraction of the
electron beam (or secondary electrons) struck solid material in the field of view of the x-
ray detectors. Hence the drift tubes were designed with a larger diameter in the central
section that is viewed by x-ray detectors. On the first day of operation we turned on the
electron beam with no ion-trapping voltage applied to the drift tubes and looked for x-ray
background with a Si(Li) detector, hoping that it would be small. We were relieved to
find only a small x-ray count rate as we made adjustments to maximize electron beam
transmission. Later, as we examined the x-ray spectrum, we were at first surprised to
find x-ray lines at an energy greater than the electron beam energy, then excited as we
realized the explanation. These lines turned out to be dielectronic recombination lines
from highly charged barium ions. The barium came from the cathode of the electron gun,
and the ions were trapped in an axial well generated by the space charge of the electron
beam in our drift tube geometry. So we made our first highly charged ions by accident
on the first day of operation, which the laboratory notebook records as 29 October 1986,
arguably the “birth” date of the EBIT. As I remember it, Mort and I walked out to the
parking lot together at the end of the day; as the evidence of our success began to sink in,
Mort turned to me and said “we did it,” and so we had. Highly ionized barium, first
made that day by serendipity, soon became the object of the first of many atomic physics
measurements.

Mort continued working on the Livermore EBIT for several years after its initial
operation. The machine that we first operated was a bare-bones version of what the
facility later became as our understanding of the operation and capabilities of the EBIT
grew and as more people joined the program and came from elsewhere as users. As we
understood problems, such as high voltage breakdown caused by electrons trapped in
magnet fringing fields, we modified parts to fix them. We built x-ray spectrometers to
measure transition energies and invented ways to measure ionization cross-sections. One
of the key EBIT concepts is the role of evaporative ion cooling, which Mort recognized
and championed. We eventually developed an adjustable light gas cooling system, which
is routinely used at Livermore to optimize the ionization balance and x-ray count rate.
Without it, the production of the highest ion charge states would not be possible. After
his retirement from LBNL and the EBIT program at Livermore, Mort served as a
consultant for the design of the twin EBITs at Oxford and NIST.

Mort Levine was a colorful, enthusiastic, and unconventional person filled with
many ideas and proposals, not all of which were accepted by his colleagues. However
Mort challenged and stimulated those of us who worked with him. We discussed
everything. It was an environment in which we could explore different approaches and
change course if things didn’t work. That is how the EBIT was developed, and it was
fun.

Ross Marrs
Livermore, CA; October, 2001

xviil



I {eviews and overviews



i1



U ltraviolet and visible radiation

v



X-ray radiation



Ion—surface interactions

vi



I aeviews and overviews



THE NIST EBIT: A PROGRESS REPORT

J.D. Gillaspy and J.R. Roberts
National Institute of Standards and Technology
Atomic Physics Division, Gaithersburg, MD 20899
and
C.M. Brown and U. Feldman
E. O. Hulburt Center for Space Research
Naval Research Laboratory, Washington, D. C. 20375

The invention of the Electron Beam lon Trap (EBIT) at Livermore' has
marked the emergence of a versatile new source for the spectroscopic study of
highly charged ions. An EBIT can produce virtually any highly charged state of
any atom on the periodic table, trap the ions in a controlled environment virtually
free from inherent sources of systematic error, and selectively excite transitions
with a well-defined monochromatic electron beam. During the past five years, the
Livermore research program has successfully demonstrated many of the
capabilities of the EBIT.? NIST and NRL are now in the process of constructing
an EBIT facility on the east coast, at the NIST Gaithersburg site. In addition to
benefiting our own research, the facility will also expand the availability of EBIT-
based experiments for the scientific community in general.

The design of the NIST EBIT was created by Mort Levine and is based on
the Livermore prototype which he helped develop. Notable changes include the
addition of several field penetrators to drain electrons from peripheral Penning
traps which were unintentionally formed by stray fields from the primary trap. The
buildup of electrons in these peripheral traps is believed to have nucleated
electrical breakdown and thus limited the ionization stage in the prototype EBIT at
Livermore. The electrodes between the electron gun and the drift tubes have also
been modified, as have the high voltage feed lines to the drift tubes which now
enter from below rather than from above.

A detailed schematic diagram of the NIST EBIT is shown in figures 1 and
2. Projected operating parameters are given in Table 1. Currently, all primary
components are on hand and assembly is in progress. We will bring the machine
on-line during the coming year.

‘Bitnet: Gillaspy@NBSenh, Internet: Gillaspy @ enh.NIST.gov

682 © 1993 American Institute of Physics
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Figure 1. Cross-sectional side view of the NIST EBIT. Numbered components
include electron gun assembly (1), high-voltage feed for drift tubes (2), transition
electrode (3), superconducting magnet coil former (4), liquid nitrogen shield (5),
collector magnet (6), and einzel lens (8). Overall height is approximately 1 meter.
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Figure 2. Cross-sectional view of the NIST EBIT, in the plane of the trap region.
The distance between outer large flange faces is 27 cm. Seven of the ports will
be equipped with a variety of windows to allow external observation from the

visible to the x-ray regions of the spectrum.

Table 1. Projected characteristics of the NIST EBIT

Electron Beam Energy 700-50,000 eV
Electron Beam Resolution 50 eV
Electron Beam Current 10-200 mA
Electron Beam & Trap Radius 30 microns
Trap Length 2cm

Number of Trapped lons 40,000

lon Density 7x10% cm®
Electron Density 4x10* cm™®
Current Density 5800 A/em?

Vacuum

<1x10" torr

Maximum Trapping Time

5 hours

NIST-3




J. D. Gillaspy et al. 685

REFERENCES

M.A. Levine, R.E. Marrs, J.R. Henderson, D.A. Knapp, and M.B. Schneider,
Phys. Scr., T22, 157 (1988).

An essentially complete collection of the publications from the Livermore
EBIT program through April 1992 is available as report UCRL-ID-110491
from the National Technical Information Service, U.S. Department of

Commerce, 5285 Port Royal Rd., Springfield, VA 22161.

NIST-4



UPDATE ON THE NIST EBIT

J.D. Gillaspy” and J.R. Roberts
National Institute of Standards and Technology
Atomic Physics Division, Gaithersburg, MD 20899
and
C.M. Brown and U. Feldman
E. O. Hulburt Center for Space Research
Naval Research Laboratory, Washington, D. C. 20375

. Introduction to EBIT.

A decade ago, the Electron Beam lon Source (EBIS) was hailed as the most
advanced method for producing highly charged ions [1]. A few years later, the
EBIS concept was reevaluated and optimized for use as a spectroscopic source.
The new device, the Electron Beam lon Trap (EBIT) [2], produced a high density
of ions in a relatively small volume with radial access ports. With this new
geometry, plasma instabilities were removed and very high electron beam densities
were achieved. These improvements boosted both the spectral brightness and the
maximum attainable - charge state, and furnished the atomic spectroscopy
community with an important new laboratory source.

The spectra produced with an EBIT are very pure, consisting of lines from
only a few charge states of essentially a single atomic species. The choice of
charge state can be continuously varied by adjusting the electron beam energy.
The ability to literally “dial up" a particular charge state greatly simplifies the
identification of spectral lines. Virtually any highly charged state of any atom on
the periodic table is accessible in this way.

In addition to operating the EBIT in a static mode where the electron beam
energy is held constant and a spectrum is collected in order to determine accurate
wavelengths, one can also use the precise and rapid control of the electron beam
energy to carry out temporal studies of the emitted photons. This feature allows
one to directly determine excited state lifetimes and to map out dielectronic
recombination cross-sections.

A summary of the advantages of EBIT over conventional sources include:

Relatively few charge states.

No Doppler shifts

Insignificant Doppler broadening.

Insignificant density effects.

Very high charge states attainable.

Control over dielectronic satellites.

Slit-like source dimensions (60 um x 2 cm) ideally
suited to spectrometers.

Very little background signal.

NOORON
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9. High accuracy (21 ppm) wavelength measurements
demonstrated.

10. Ultrahigh vacuum (10" Pa) maintained by cryogenic
environment.

11. No cascade contamination in lifetime studies.

Although the spectral brightness of an EBIT is much weaker than that from
powerful sources such as Tokamaks, the photon flux from an EBIT is nevertheless
quite adequate for spectroscopic work when reasonable effort is taken to make
use of efficient modern detection methods. A typical x-ray spectrum recorded with
a solid state detector on an EBIT may only take a few seconds to collect. Very
high precision studies of weak lines using crystal detectors may require many
hours of data collection, however. Even in such cases the brightness is not
usually of overriding concern since the source is under local control and operates
reliably for long periods of time. Because the source is run by computer control,
ions can be dumped from the trap and reloaded automatically at periodic intervals.

Il. Present status of superconducting EBIT facilities.

The only full-scale EBIT devices in operation at this time are those at
Livermore. The mechanical components for the NIST EBIT were made in Oxford
England where an identical device is being put into operation [3]. The NIST EBIT
will go into operation in Gaithersburg, Maryland during the coming year ‘through
a collaborative effort with the Naval Research Laboratory. An EBIT project is
reportedly underway in Japan, although information about this project is scarce.
A major EBIT project has been underway in the former Soviet Union at Dubna.*

Charge states as high as fully stripped Uranium are being actively pursued
at Livermore where the prototype EBIT has been upgraded to operate above 150
keV. The NIST EBIT will begin operations under 50 keV, with possible upgrades
in the future. Even at 50 keV, most of the states of any ion can be accessed.

The design of the NIST EBIT was developed by M. Levine and is based on
his highly successful original work with the Livermore prototype. Detailed
drawings, a discussion of the improvements that have been made, and a table of
the projected operating conditions will be published in the proceedings of the Vith
International Conference on the Physics of Highly-Charged lons (HCI-92).

"Bitnet: Gillaspy@NBSenh, Internet: Gillaspy@enh.NIST.gov
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19883.

NIST-6



J. D. Gillaspy et al. 147

[2]. M.A. Levine, R.E. Marrs, J.R. Henderson, D.A. Knapp, and M.B. Schneider,
“The Electron Beam lon Trap: A New Instrument for Atomic Physics
Measurements,” Phys. Scr., T22, 157 (1988).

[38]. J. Silver, private communication.

[4]. Y. Adlitskiy, private communication.

NIST-7



Physica Scripta. Vol. T71, 99-103, 1997.

First Results from the EBIT at NIST

I.D. Gillaspy1

Atomic Physics Division, National Institute of Standards and Technology, Gaithersburg, MD 20899, USA

Received July 25, 1994; accepted August 2, 1996

Abstract

The Electron Beam Ion Trap (EBIT) facility at the National Institute of
Standards and Technology (NIST) is now operational and producing atomic
physics data. This report gives an overview of the design, operation, and
performance of our EBIT. A preview of some of the first atomic physics
results is given to illustrate the capabilities of the facility.

1. Introduction and background

The remarkable success of the Livermore group in construct-
ing the first EBIT [1] and quickly obtaining a wide range of
significant atomic physics results has stimulated a number
of other laboratories to begin similar programs. Groups at
the Clarendon Laboratory at Oxford, the Naval Research
Laboratory in Washington D.C., and the NIST Physics Labo-
ratory in Gaithersburg Maryland, were among the first to
build EBITs following the initial Livermore success. In the
summer of 1990, NIST contracted the Physics Department
at Oxford to fabricate a duplicate set of EBIT components
in parallel with the set for the Clarendon lab. M. Levine was
brought in as a consultant to design a slightly modified
version of the original Livermore EBIT and two sets of
mechanical parts were produced under the direction of A.
Holmes in the Nuclear Physics machine shop at Oxford. By
the first quarter of 1992, one set of components was delivered
to J.D. Silver’s group at the Clarendon Lab and the other
set of components was shipped to NIST where final assembly
and integration with electronic components provided by NRL
was begun by the NIST-NRL collaboration [2]. By the end
of August 1993, the NIST-NRL EBIT was running with
strong beam currents and producing clean X-ray spectra from
neon-like barium, thereby demonstrating that the Livermore
EBIT technology is readily transferable to other groups with
no prior expertise with EBIT/EBIS devices. Our EBIT has
subsequently been put through about a dozen test and ex-
perimental runs, some of the results of which are surveyed
in the sections below. Parallel progress by the Oxford group
has been described elsewhere [3].

A program to build another cryogenic EBIT was carried
out in Russia [4]. Plans for additional large EBITs are un-
derway in Japan [5], Germany [6], and perhaps Connecticut
[7] and China as well. A number of small-scale “warm”
EBITs, employing non-superconducting magnets, have also
been constructed at various sites around the world including
Russia [8], Japan [9], and France [10].

work performed with: Y. Aglitskiy, E. Bell, CM. Brown, C. Chantler,
R.D. Deslattes, U. Feldman, L. Hudson, .M. Laming, E.S. Meyer, C.A.
Morgan, J.R. Roberts, F.G. Serpa, J. Sugar, E. Takacs. The author’s
internet address is: Gillaspy@enh.nist.gov

2. Design and operation

Detailed scale drawings of our EBIT have been published in
an early progress report [2] where the differences with the
original EBIT are pointed out. Considerable room for im-
provement in the cryogenic design remains since the device
continues to consume over 3 I/h of liquid helium. A schematic
(not to scale) electrical diagram is shown in figure 1. The
system of electrodes can be conceptually grouped into three
sets: the electron gun, the drift tubes (DTs), and the collector
assembly. The electron gun is a commercial dispenser-type
unit with a 3 mm diameter curved cathode surface. Additional
information and a diagram showing the internal structure of
the electron gun can be found in ref, [11]. The DTs are shown
in a detailed scale drawing in figure 2. They maintain thermal
contact with the liquid helium bath through an annular sap-
phire insulator mounted in a compression fitting at the top
of the DT assembly. The lower annular insulator is made of
alumina. The shape of the outer shield is designed with two
considerations in mind: reduce the electrostatic stress on the
insulators, and reduce the possibility of having unintention-
ally trapped Penning electrons outside the DTs, a condition
which might trigger high voltage breakdown. Although the
electron gun and collector assemblies are presently referenced
to earth ground through external connections, the internal
mounting is entirely insulated from case ground, so the gun
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Fig. I Schematic diagram of EBIT electrodes and magnets.
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Fig. 2 Detailed scale drawing of EBIT drift tube assembly with high voltage
insulators attached. The overall height of the assembly is 25.5 em.

can be tied to the collector and floated down to negative
high voltage in order to obtain greater electron beam energics
in the future. The transition electrode helps guide the electrons
through a small hole in the grounded cryogenic shield between
the gun and the DT assembly. The primary magnet which
surrounds the DTs produces a highly uniform 3 T field at
164 A. The collector and electron gun assemblies are sur-
rounded by separate magnets which can be adjusted to cancel
out the stray field from the superconducting magnct. The
collector magnet is cooled by liquid nitrogen and the electron
gun magnet is cooled by a chilled perfluorinated liquid which
can withstand high voltages. The snout is a copper plated
steel plate which helps shape the magnetic field lines near
the electron gun.

During initial operation, spectra were obtained with all
drift tubes connected to a single high voltage power supply,
in which case the axial trap is formed solely by the variation
in space charge potential between the DT and the electron
beam due to the different inner diameters of the drift tubes.
This provides a modest axial trapping potential of about 50
volts for 100 mA of beam current at 5 keV (the trap depth
varies linearly with the beam current and inversely with the
square root of the beam energy in this case). In order to
increase the trap depth further, the two end drift tubes (end
caps) are tied together and run a few hundred volts further
from ground than the center drift tube. The X-ray signal
strength as a function of end cap voltage is shown in figure
3. Although the DT shield is presently tied to the center
DT, in future ion-extraction or injection modes of operation
it will be operated a few hundred volts closer to ground in
order to fully dump the trap. At present we have connected
the snout electrode to the anode, although somewhat im-
proved performance might be achieved if they were sepa-
rately adjustable.

Tuning the EBIT is required in order to obtain optimal
beam current and maximize the X-ray signal strength. Tun-
ing is initiated by setting the electrode voltages and magnet

Physica Scripta T71
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Fig. 3 Typical X-ray count rate as a function of end cap voltage. Data shown
is the total count rate (number of counts in the peak channel multiplied by the
number of channels corresponding to our detector-limited FWHM of 300 eV)
for the strongest neon-like barium line (centered at 4.9 keV) as observed with
a 0.13 cm? SiLi detector located 18 cm from the trap center. The EBIT was
running at 125 mA electron beam current at 5 keV energy.

currents to the typical operating values shown in table I, and
then slowly raising the anode voltage while monitoring the
increasing beam current on the collector. The snout current,
the key indicator of beam tuning quality, is constantly moni-
tored and kept below 20 pA. The anode voltage is interlocked
to shut down (trip) automatically if the snout current rises
above 80 pA. Particularly during tuning, but even during
normal operation, there are occasional unexplained bursts
of current which lead to automatic shutdown. The snout is
capacitively coupled into an oscilloscope which monitors oc-
casional pulses of current which are below the trip threshold,
but which seem to be correlated with trip frequency. With
optimal tuning, the trip frequency can be of order 1/hour,
but since the machine can be reset within a few seconds of
a trip, reasonable operating environment can be obtained
even with trip frequencies as high as 1/minute. When the cw
snout current approaches 20 pA, the EBIT is fine-tuned by
adjusting the electrodes and magnets (primarily the transition
voltage, bucking coil current, suppresser voltage, and focus).
This fine-tuning lowers the snout current, after which the
anode voltage can be raised to increase the beam current
further. The procedure is iterated until no further gain is
obtained. Once the proper settings for maximum beam cur-
rent are obtained, the system can be varied from low to high
currents without retuning. The experience at Livermore is
that sets of horizontally oriented external shim coils around
the DT region can be of critical importance for tuning, but

Table 1. Typical electrode voltages and
magnet currents for production of neon-
like barium spectra.

Bucking Coil 18 A
Filament 63V
Focus -5V
Transition 5.6 kV
Superconducting Magnet 164 A
Center Drift Tube 8 kV
Upper Drift Tube 8.5 kv
Lower Drift Tube 8.5 kv
Shield 8 kv
Suppresser 680 V
Collector 2 kV
Extractor -1 kV
Collector Magnet 7TA
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Fig. 4 Typical X-ray count rate as a function of electron beam current.
Conditions are the same as in figure 3, except for the end caps which were held
at 250 V. The straight line is a guide to the eye.

we find that when our EBIT is optimally aligned, the use of
shim coils is unnecessary (minimum snout current obtained
at zero shim current). This alignment is achieved by fine
tuning the position of the DT assembly with the beam on,
using a set of spring-loaded guide wires which are externally
adjustable. The importance of successful tuning for spectros-
copy is clear from the plot of photon count rate versus current
shown in figure 4.

The present ranges of operating parameters are listed in
table II. At low energies, as the DT voltage approaches the
anode voltage, it becomes difficult to maintain snout currents
below 20 pA, and the beam current must be reduced. Figure
5 shows a summary of typical working beam currents ob-
tained during a number of different days. The envelope of
these currents is observed to roll off below a few keV.

It is well-known that spectroscopic signals from heavy
ions (like barium) can be significantly enhanced by injecting
lower mass elements (like nitrogen) into the EBIT in order
to promote evaporative cooling [12]. A fortuitous small
leak between our EBIT vacuum chamber and the liqud
nitrogen lines to the collector walls seems to have provided
nearly the ideal level of gas injection to cool our trapped
barium ions. Later injection of additional nitrogen gas
from a small atomic beam directed in through one of the
side ports allowed only a modest additional increase in
signal strength.

Additional introductory information about EBITs in gen-
eral can be found in references [1, 13-14].

3. First Atomic Physics Results

Three atomic physics experiments are presently producing
results from our EBIT in parallel: precision X-ray wavelength
measurements, study of polarization of emitted X-rays, and
observation and study of visible and near-uv light from mag-
netic dipole transitions within the ground term. The first two
experiments employ Bragg crystal spectrometers in the
Johann geometry [15] to study X-rays emitted from neon-like
barium. The third experiment uses a scanning grating mono-
chomater to study light from titanium-like and vanadium-like
barium and xenon. In addition, we have a high-efficiency
solid state (SiLi) detector monitoring the broadband X-ray
emission from EBIT during all experiments. Examples of the
spectra produced are shown in figures 6 and 7. An overview
and discussion of the significance of our present work is
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Fig. 5 Typical operating values of electron beam current as function of beam
energy.

discussed below; detailed results will be presented in future
publications.

To date, all precision X-ray wavelength measurements in
EBITs have been made relative to other spectral lines which
are also observed in EBIT and assumed to be known through
ab initio calculations or by independent measurements in
sources with very different X-ray production mechanisms
than that in an EBIT. Variation between different types of
sources, particularly with the strong polarization effects pre-
sent in EBIT, has sometimes limited the accuracy of previous
work, as described in ref. [19]. This fact, along with the desire
for a measurement which 1s fully independent of theory,
suggests the need for an improved approach. In the first
experiment mentioned above we are attempting to use an
external calibration source which will allow a direct tie to
absolute length through the NIST measurement chain [16].
We are presently completing an extensive study of systematic
errors associated with this method, and will soon have results
to compare with unpublished [17] relative measurements
taken on an independent EBIT at Livermore.

As mentioned in the previous paragraph, polarization ef-
fects due to the uniaxial electron beam can affect the inter-
pretation and analysis of spectra in an EBIT. Additional
polarization effects due to Zeeman shifts from the magnetic
field are typically negligible for energetic X-ray transitions,
but can become significant for visible and uv transitions.
Previous studies have dealt with the X-ray polarization issue
by first collecting data at one polarization, then modifying
the spectrometer mounting to collect data with an orthogonal
polarization at a later time [18]. In the second experiment

Table II. Present performance parameters for the
EBIT at NIST. The electron beam radius is assumed
(from measurements taken on the Livermore EBIT)
and the last two items are calculated. All other quan-
tities are measured.

Beam Energy 0.8-33 keV

Beam Current 0-155 mA

Beam Monochromaticity < 90 eV

Magnetic Field 3T

Trap Length 3 ecm

Tons Trapped Ba, Ar, N, Kr, Xe
Maximum Charge State Ba™"

Vacuum at Top Flange < 10® Pa (7x10™" torr)
Beam Radius 30 um

Electron Density
Current Density

8x10" em” (@ 155 mA, 5 keV)
5,500 A-cm” (@ 155 mA)

Physica Scripta T71
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Fig. 6 Typical X-ray spectra of neon-like barium obtained from EBIT. The
broadband spectrum was taken with a high-efficiency SiLi detector while
spectrum in the inset (200x magnification on the horizontal axis) was taken
with a high-resolution Bragg crystal spectrometer, and shows transitions to
the ground state from the J=1 excited states 2p’l 33ds, (largest peak) and
2p71 1123s (smaller peak) fully resolved.

mentioned above, we are using two essentially identical Bragg
crystal spectrometers to observe EBIT simultaneously in two
orthogonal polarizations. With this configuration we do not
need to correct for time variations in source operating con-
ditions between measurements of the two polarizations. An-
other important consideration regarding polarization has to
do with the population of levels by cascade from higher
levels. This cascade feeding competes with direct population
from electron-impact excitation and can have a large effect
on the observed polarization [19]. Because the electron beam
energy greatly affects the cascade feeding, the observed po-
larization can have a significant dependence on electron beam
energy, and we are presently studying this dependence.

The last of our first three atomic physics experiments is
carried out in a new spectral range for EBIT: the visible and
near-uv. All previously reported spectroscopy in an EBIT
has been at very short wavelengths, typically around 0.2 nm
and below, although occasionally as high as 1 or 2 nm. By
imaging the EBIT trap volume onto the slit of a grating
spectrometer, we have been successful in obtaining spectra
in the 320-450 nm range, and soon we expect to be able to
extend these results out towards the infrared. The remarkable
dearth of structure in these spectra over a broad wavelength
range (fig. 7) greatly simplifies the identification of the lines.
Although relatively rare, these long wavelength transitions
can serve as important diagnostics both for the EBIT itself
and for technologically important devices such as Tokamaks.

4. Future machine upgrades

In parallel with ongoing atomic physics experiments, we are
constantly upgrading our EBIT to obtain more capabilities
and improved performance. We are rapidly achieving higher
voltages, and are almost certainly not yet at the limits of our
machine in its present form. We have begun to put the system
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Fig. 7 Typical visible/near-uv spectra of titanium-like barium obtained from
EBIT. The large peak is from the J=2-3 magnetic dipole transition within the
ground term. The inset (10x magnification on the horizontal axis) shows a
spectrum taken in the region of the large peak.

under computer control so voltages can be rapidly switched
through preprogrammed sequences. A vacuum arc ion source
(MEVVA) is being constructed which will allow us to inject
and trap metal ions. We are beginning plans to build an
“event mode” [20] data acquisition system which will allow
efficient measurement of excited state lifetimes and cross
sections for various atomic processes. We are also working
to develop a new X-ray spectrometer for use on EBIT. Finally,
we have recently begun a substantial effort to build an ion
extraction beamline in order to investigate potential techno-
logical applications of highly charged ions interacting with
surfaces. In parallel with this work, we [21] are planning to
retrap ions into an external Kingdon trap in order to make
possible additional atomic physics experiments.

Since this manuscript was submitted, substantial progress
has been made on the three experiments and plans referred
to in section 3 and 4. For an overview, see J.D. Gillaspy et
al., Physica Scripta, T59, 392 (1995), and for specifics see
E. Takacs et al., Phys. Rev. A, 54, 1342 (1996) for X-ray
polarization, C.A. Morgan et al., Phys. Rev. Lett., 74, 1716
(1995) and F.G. Serpa et al., Phys. Rev. A, 53, 2220 (1996),
for visible and near-uv light and MEVVA development, and
A.l. Pikin et al.,, Rev. Sci. Am., 67, 2528 (1996) for ion
beamline development.
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Abstract

This paper surveys the ongoing physics experiments at the Electron Beam
Ion Trap (EBIT) facility at NIST, with particular attention paid to the
underlying physical principles involved. In addition, some new data on the
performance of our EBIT are presented, including results related to the
determination of the trap width, ion temperature, and number of highly
charged ions in the trap.

1. Introduction

With the Electron Beam Ion Trap (EBIT) at NIST now fully
operational, a number of different experiments are progress-
ing in parallel. This paper presents a survey of our current
work and gives a preview of future plans. While an earlier
paper [1] focused more on the general operation and per-
formance of our EBIT, the present paper will focus on spe-
cific experiments. Detailed descriptions of the experiments
surveyed here will appear in separate publications when the
works are complete. Some additional material on machine
performance is presented in the final section of this paper.

2. Sarvey of experiments
2.1. Tests of bound-state quantum electrodynamics (QED)
The importance of precise X-ray wavelength measurements

for testing QED in the presence of the strong electric fields
found in highly charged ions has been extensively reviewed

! Internet address: Gillaspy@enh.NIST.gov

2 University of Maryland, College Park, MD 20742

3 Joint Institute for Laboratory Astrophysics Boulder, CO 80305.
* Naval Research Laboratory, Washington, DC 20375.

3 Texas A&M University, College Station, TX 77843.

8 University of Notre Dame, Notre Dame, IN 46556.

7 Institute of Nuclear Research (ATOMKI), Debrecen, Hungary.
8 Sachs Freeman Associates Inc., Landover, MD 20785.

in the Proceedings of Nobel Symposium 85 [2]. The use of
an EBIT to measure QED effects in highly charged ions
under conditions free of Doppler shift corrections (the main
systematic effect in most previous experiments) was pion-
cered by Beiersdorfer and colleagues [3]. Ideas for further
EBIT work have been proposed by Silver [4]. Our activity
in this area is guided by the theoretical work of Mohr [5]
and Kim [6] and the experimental work of Deslattes [7].
Additional theoretical guidance is provided by outside
groups such as that of Indelicato [8], Safronova [9], Dubau
[10], and Drake [11]. Our particular interest in two-
electron systems grows out of our desire to extend to very
high charge states our previous work in neutral helium [12]
and along the lower third of the helium-like isoelectronic
sequence [13-15].

The fractional contribution of QED to binding energies
typically increases quadratically as the charge state is
increased with fixed electron number, and as the first
reciprocal power of the principal quantum number (1/n) as n
is reduced with fixed nuclear charge. The Z-scaling can be
understood simply by combining the elementary Coulomb
and angular momentum behaviour of electronic wavefunc-
tions with the fact that large QED effects occur when an
electron comes within a Compton wavelength of the nucleus
(thereby allowing the infinite bare charge of the electron to
become unscreened by the virtual positron-electron pairs
which form the structure of the vacuum of space) (Table I).

As a prelude to our primary work in this area, we have
undertaken a study of systematic errors associated with
measuring the resonance lines of neon-like barium
(Q = 46+) with the aid of an external calibration source.
The X-ray spectrum of barium takes on a particular impor-
tance in EBITs because of its presence in the cathode of the
electron guns frequently employed in such devices. If no
other ions are injected, the trap will automatically fill up
with barium, providing a convenient source of X-ray spectra

Table 1. Dependence of various atomic quantities on nuclear charge (Z). Some of the notes
in the right-hand column refer to semiclassical arguments for circular electron orbits, but the
results hold true generally. For a more precise analysis, refer to Ref. [20], for example

Physical parameter Z-Scaling Notes

Angular momentum (r x p) None (Fundamentally quantized)

Linear momentum (p) ¥4 (From T = p*/2m below, and rp = const)
Kinetic energy (T) - Zjr (Coulomb-like, from the virial theorem)
Coulomb energy (U) Zfr (Definition)

Bohr radius (r) r~1/Z {Consequence of first two items)

Coulomb wavelength () 1/2? (kv = U; scaling holds for An > 0 trausitions)
Electron fraction at nucleus (S) z? (1/r® density of electronic wavefunction)
QED wavelength shift z* (2*S from perturbation theory)

Fractional QED shift z? (Relative to Coulomb energy)
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for diagnosing the performance of the EBIT. Although
periodic trap-dumping can be used to remove the barium
when it is unwanted, without this action barium provides a
natural background spectrum whenever other elements are
being studied in EBIT. With sufficient prior study, this
natural background spectrum can be used as a built-in cali-
bration reference.

Although many spectroscopic lines from highly charged
barium ions have been studied by the Livermore group
[16], precise wavelengths for the strongest lines observed in
that work (the 2p-3d transitions in neon-like charge states)
have not been published. We are presently measuring these
lines using Bragg crystal spectrometers calibrated with
external X-ray sources. QED effects for certain transitions in
neon-like barium are predicted to become significant if
wavelengths are measured to an accuracy of 0.1% or better

91

2.2. X-ray polarization

Typically one associates polarized emission of photons with
the presence of a strong external field which provides a
quantization axis. Although the magnetic field in EBIT is
“strong” by conventional standards (3 tesla), it is weak with
regard to the very intense internal fields present in highly
charged ions. It is interesting to compare the external field
to the relativistically induced magnetic field that an electron
sees as it orbits through the strong electric field provided by
the nucleus. Because the Bohr radii which characterize
highly charged ions are very small, the electrons are moving
at velocities approaching the speed of light and the rela-
tivistically induced magnetic fields are strong. For an elec-
tron in the outermost shell of a neon-like barium ion, the
induced fields are of order 7,000 tesla, and scale with the 4th
power of Z. This 7,000 tesla field is the order of magnitude
one would need to apply externally in order to affect the
energy levels to an extent comparable to the spin-orbit split-
ting. With this in mind, it is easy to understand why highly
charged ions are relatively unaffected by fields of order 3
tesla. An alternative way of looking at the problem is to
note the ratio of a 3 tesla Zeeman shift to the tramsition
energy. For the 5kev resonance lines of neon-like barium,
this ratio is of order 10~7 to 1078, a sufficiently small
number that there is little hope of resolving it with present
day X-ray spectroscopic techniques, and even if one could
do so it would be fundamentally blurred by the natural
widths of the lines themselves. This blurring of the lines
typically has a strong dependence on nuclear charge
(Av/v = Z2, for E1 transitions).

Although the presence of the magnetic field is often negli-
gible for analyzing the emission of X-rays in EBIT, the uni-
axial nature of the electron beam is highly significant, and
actually provides a strong quantization axis for the pol-
arized emission of radiation. Because atomic electrons are
excited by impact with free electrons in the beam, momen-
tum transfer considerations leave the ion in a preferentially
aligned state. Upon spontaneous emission, the alignment of
the ion is reflected in the polarization of the emitted radi-
ation. .

The situation is more complex if the electron beam is
tuned to a sufficiently high energy to populate levels above
the upper level of the transition of interest. In this case,
cascade feeding becomes important, and one must take into
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account all the various paths through the magnetic sub-
levels which feed the transition. Because increasing the elec-
tron beam energy can bring higher levels into consideration
and change the cascade pattern, the polarization of the
emitted radiation can depend significantly on the beam
energy.

We are presently engaged in theoretical and experimental
studies of this dependence of X-ray polarization on electron
beam energy. Results of this study are important for testing
the most sophisticated calculations of electron-impact exci-
tation cross sections which contain information about the
magnetic quantum sublevels. The analysis of polarized
X-ray emission is being increasingly recognized for its
importance in diagnosing technological devices such as
Tokamak reactors as well.

2.3. Visible light spectroscopy

In a recent review paper [17], Marrs has remarked that one
of the most exciting future developments in EBIT will be the
extension of spectroscopy into the visible range of the spec-
trum. We have successfully done this by observing forbidden
(M1) transitions within the ground term of titanium-like
barium and xenon using a grating monochromator [18].
These transitions are of particular interest for their use in
the remote monitoring of ion temperatures by Doppler
broadening in large future tokamak fusion machines.

Because the light detected in these experiments arises
from transitions between very close-lying levels, the wave-
length is sensitive to small Zeeman shifts which are usually
negligible in X-ray spectra. For the M1 transitions studied
in our work, the Zeeman shifts appear at the 10™* level of
resolution, rather than the 10~ 7-10~2 level which is typical
for the X-ray transitions discussed above.

When used to detect Doppler shifts, there are other
advantages, though less fundamental, which visible light
spectroscopy has over X-ray spectroscopy. Although the
fractional resolution required to detect Doppler shifts from
a moving ion is independent of wavelength, the availability
of advanced refractive and reflective optics for visible light
allows one to achieve both high efficiency and high
resolution simultaneously. This opens up new opportunities,
and makes the detection of Doppler shifts feasible with rela-
tive ease. For example, we have recently applied Fabry-
Perot interferometry to achieve a resolution sufficient to see
Doppler-blurred Zeeman broadening from ions in the trap
(see Fig. 1 and Section 3.3 below).

The present accuracy of our measurement of the wave-

. lengths of the visibie light is sufficient to reveal large dis-

agreements (~4%) with ab initio Dirac-Fock theoretical
predictions [19]. Our present identification of these lines is
confirmed by the isoelectronic behaviour of fitted calcu-
lations using the Cowan code [20]. This experiment should
challenge theorists to improve their understanding of how
electron-electron interaction affects level separations in a
regime not widely addressed previously.

2.4. Ion-surface interactions for technology

The interaction of highly charged ions with surfaces has
been studied for many years at accelerator facilities, and at
least one company has come to produce a successful com-
mercial product from this work [21]. Experiments with
highly charged ions at accelerators, however, typicaily
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Fig. 1. Fabry-Perot interferometry (scanning mode) of the M1 transition
near 400nm in the ground term of titanium-like barium. The free spectral
range (distance between peaks) is approximately 0.3nm. The end cap

potential on EBIT was 300 V.

involves high kinetic energy impact with surfaces. The use of
EBITs (or EBISs {22]) to generate highly charged ions at
rest in a small-scale laboratory environment offers new
opportunities. Efforts in this area are underway at Liver-
more [23], Kansas State [24], and Hitachi Ltd. [25], as this
technique may have application in the novel fabrication of
technological devices. We have begun a concentrated
program to assess the feasibility of using slow highly
charged ions to fabricate an active electronic device such as
a quantum dot diode. In collaboration with the recently
formed Advanced Lithography Group consortium of indus-
trial labs [26], we are also looking closely at the potential
which highly charged ions may hold for future generations
of projection lithography techniques.

3. New detail on EBIT device operation

Several earlier papers describe the operation of EBIT
devices [1, 17, 27-28]. In this section we discuss several
important parameters for which detailed data have not been
published.

3.1. Trap size

Although it has often been said that the trap length for
EBITs of the Berkeley-Livermore design is 2cm, the actual
length of the center drift tube if often longer (in our case,
3cm). The external view of our trap is restricted by a 1.5cm
diameter hole in the surrounding liquid helium shield, so a
typical detector will collect light from a section of the trap
which is approximately 2 cm in length due to parallax at the
edges. Using pinhole images of X-ray emissions, the Liver-
more group has measured the width of the electron beam to
be 70 pm [28] but the width of the trapped ion cloud should
be larger since the ion orbits are predicted to extend outside
of the electron beam (Fig. 2). The X-ray imaging experiment
is not affected by this because excited state lifetimes for
typical X-ray transitions are of the order of femtoseconds,
and therefore the ions travel less than 0.1 nm (a small frac-
tion of an ion orbital cycle) before emitting a photon. By
studying visible-wavelength photons from long-lived states,
we are able to obtain data which determine the full spatial
extent of the ion cloud. In this case, the ions can move
through many orbital cycles before emitting a photon. To
obtain data on the width of the ion cloud, we focused the
center of EBIT onto the entrance slit of a grating mono-
chromator which was mounted on a large precision trans-
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Fig. 2. Numerical simulation of an ion orbit through an electron beam
with Gaussian density profile. Conditions: charge = 30 proton charges,
Mass = 100 proton masses, magnetic field = 3T, electron beam diameter
containing 86% of charge = 60um (shown as shaded area in figure), drift
tube diameter = | cm, space charge potential = 200V, initial coordinates
and velocity: X, = Yo = 10um, vy = v, = 40 x 10*m/sec (corresponding
to an ion temperature of 1 keV).

lation stage. After adjusting the monochromator to be
spectrally centered on one of the M1 transitions, we moved
the spectrometer along a direction perpendicular to the line
of sight into EBIT and monitored the strength of the
observed signal. The result, shown in Fig. 3, is consistent
with a 180 um wide cloud of trapped ions, after correction
for optical demagnification of the lens system. It should be
possible to use this technique to monitor changes in the ion
cloud width as the ion kinetic temperature is lowered by
evaporative cooling.

3.2. Number of ions in the trap

The longstanding and vexing question of how many ions are
in the trap has still not been definitively answered. Previous
estimates based on calculation from spectroscopic data
taking into account the solid angle of observation and other
parameters, or on ion-extraction measurements, have
yielded widely scattered values with large uncertainties.
Recent work at Livermore using ion-cyclotron resonance
[29] of the trapped ions may eventually yield highly reliable
values, but present uncertainties seem to be as high as a
factor of 10 [30]. In the meantime, the best estimate may be
achieved from well-characterized measurements of an iso-
lated spectral line. Since the location of a radiative recombi-
nation line can be adjusted by varying the electron beam

60
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Fig. 3. ngnal strength of visible light from Ti-like barium as a function of
transverse position of a grating spectrometer.
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energy in the EBIT, one can move such lines to a well-
isolated region of the spectrum and obtain clear and clean
results. Even more importantly, the radiative recombination
cross sections can be calculated very accurately. With the
number of EBIT laboratories growing, we suggest that a
standardized procedure be adopted to compare the per-
formance of different machines, as well as individual
machines under varying circumstances. To this end, we
present here detailed results for measurements taken on a
particular radiative-recombination line in neon-like barium
(Fig. 4), and infer a best estimate of 310000 ions in the trap
from the following formula which relates the rate of photons
detected (N ) to the number of neon-like barium ions (N) in
the trap:

N = nr?qN_[ fQeTIA do(E, 6)/dw] ~*

where ¢ is the efficiency of the detector, T is the transmis-
sion of the X-ray window at the photon energy, f is the frac-
tion of ions in the trap which are unobscured, I is the
electron beam current, r is the spatial FWHM of the elec-
tron beam, g is the charge of the electron, A is an overlap
factor which corrects for the spatial and temporal overlap of
the ion cloud with the electron beam, do(e, 6)/dQ is the
differential cross section for emission of radiative-
recombination photons (summed over the five sodium-like
n =3 levels contained within the finite resolution of the
detector), E is the electron beam energy, 6 is the angle of
observation with respect to the electron beam, and Q is the
solid angle subtended by the detector. For our case,
&£ = 100% (SiLi detector @ 9keV), T = 100% (0.007" thick
Be foil at 9keV), f=0.67, I=100mA, r=35um
Q=58 x 10™%str (13mm?> detector at 18cm distance),
A = 18% (estimated for 1kev, Ba*¢* ions with 250 V applied
end cap potential), N, = 10.86s~! (obtained by binning
data into 10eV wide channels for 20 minutes and fitting the
peak with two Gaussians and a subtracted linear
background), do/dQ = 19.9 x 10723m?/sr at E = 5.69keV
and 6 = 90° [31].

3.3. Ion temperature

The question of ion temperature — whether there is one, to
begin with — is controversial due to the complex nature of
the trap dynamics. If we assume an ion temperature, then
the spectral linewidth observed can put an upper bound on
its value. With adequate understanding of instrument pro-
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Fig. 4. X-ray spectrum show the radiative recombination line used to esti-
mate the number of ions in the trap. The electron beam energy was set at
5.69keV.
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files and proper account for Zeeman broadening, the ion
temperature can be accurately determined. Our preliminary
Fabry-Perot data (Fig. 1 above) corresponds to an ion tem-
perature below 1 keV. This ion temperature is a factor of 10
lower than the axial trap depth for an ion with charge 34+
contained by 300V end cap potentials, suggesting the pres-
ence of strong evaporative cooling by interaction with lower
charge state ions which see a shallower trap.
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In a few laboratories scattered around
the world, small devices the size of a
filing cabinet are produdng an exotic
form of matter which may play a role
in several future advanced technolo--
gies. These types of devices, Electron
Beam Ion Traps (EBITs) [1], are capa-
ble of produding ions of virtually any
possible charge state of any atom on
the periodic table. The very highest
charge states have strongly altered
properdes which make the ions not
only an interesting curiosity, but also
potentially useful. Alternative ways of
producing the exotic highly charged
ions (HCIs) require huge devices
which are only affordable by a large
national or corporate effort. The fairly
recent development of EBIT technol-
ogy brings R & D work with the most
extreme HCIs down to a level which is
affordable by the individual investiga-
tor or small private company.

Of the various potential applica-
tions for HCIs, one of the most proven
is as an optical diagnostic for hot plas-
mas. Analysis of emission spectra from
HCIs has long been used as a remote
probe of the Sun, but this technique
has now been brought down to Earth
as scientists and engineers move closer
to developing an electrical power gen-
erator which uses the same relatively
safe and efficdient process by which na-
ture produces sunlight: nuclear fusion.
Actively harnessing the power of the
sun by creating a miniature “solar
plasma in a bottle” here on earth, has
been the focus of a major national ef-
fort for years (2). Through an antidi-
pated internarional collaboration. the
ongoing fusion effort appears to be on
the brink of reaching commerdal vi-
ability in the early next century. Al-
though the tiny EBIT device can pro-
duce plasmas in excess of 10,000,000
degrees Kelvin, as high as that in the
sun or in fusion test reactors, the EBIT
cannot contain enough material to it-
self be a useful energy production de-

vice. The core confinement chamber
inside EBIT is only about as wide as a
human hair, and a centimeter or two
long, while fusion confinement cham-
bers are large enough to walk around
in. In addition, the density of the EBIT
plasma is of order 10e9/cc, much less
than that reguired for commerdal
power production. One of the things
that the EBIT can do very well, how-
ever, is provide a crisp, clear, and un-
cluttered laboratory view of the inner
workings of nature in one of its more
exotic and relatively inaccessible
states: the highly charged plasma.
Knowledge gained from EBIT studies
can then be directly applied to im-
prove fusion plasma diagnostic work.

A spedific example of how EBIT can
be used to help in the fusion effort is il-
lustrated by some recent work we did
involving the measurement of visible
and near-ultraviolet light emission
from HCIs. Although visible light is
emitted copiously when neutral atoms
are exdted by thermal or electronic
processes, the same is not true for
HCIs. As atoms lose more and more of
their outer electrons, the exposed re-
maining shells appear so tightly bound
that the quantum energy level separa-
tions are thousands of electron-volts,
rather than just a few electron-volts as
they would be for separations which
give rise to visible light emission. As a
result, HCIs emit primarily in the X-
ray region of the spectrum. '

X-ray spectrometers are routinely
deployed in fusion devices in order to
monitor and diagnose conditions in
the plasma. Information about plasma
temperature and internal magnetic
field, for example, can be obtained
non-invasively from the Doppler and
Zeeman widths of x-ray emission line
profiles. It would be highly desirable to
replace the x-ray spectrometers with
visible light spectrometers in the fu-
ture, however, for several reasons.
First, one could then employ optical
telecommunications technology, fiber
optics in particular, to carry out truly
remote diagnostics. With x-ray spec-
troscopy, the instruments must be lo-
cated close to the confinement vessel
walls in areas of high radiation which
make them physically inaccessible to
personnel during operation. Second,
spectroscopic techniques are much

more advanced in the optical region.
so more effident and higher resolution
measurements will be possible. Third,
thin metal-foil x-ray windows used in
test reactors may become impractical
to use in scaled-up commerdal ver-
sions of the reactors, while thick but
transparent optical windows may offer
an alternative. Finally, there are some
fundamental advantages, such as the
fact that Zeeman shifts appear as a
larger fraction of the total wavelength
when one observes optical emission
from close-lying levels rather than x-
ray emission from widely separated
levels. All of these facts point towards
optical diagnostics as the method of
the future. The problem is: how does
one get the HCIs to cooperate and give
off the appropriate optical emission?

While ordinary visible light transi-
tons are squeezed into the x-ray regime
as the charge state is increased isoelec-
tronically, RF and microwave transitions
experience a similar shortening of wave-
length, and can be squeezed into the vis-
ible and ultraviolet. Furthermore, transi-
tions which would ordinarily be
forbidden by the ordinary selection rules
of quantumn mechanics begin to become
more and more allowed as higher order
processes are brought into play in the
presence of the strong internal electric
fields which are characteristic of HCIs.
Both of these facts open up possibilities
for observing visible light from HCIs,
even when the prindple emission is lim-
ited to the x-ray regions of the spectrum.

While the typically strong depend-
ence of wavelength on charge state
can open up new possibilities, it can
also lead to serious problems. If one
finds a special case where a highly
charged ion emits visible light, the
wavelength will typically shift rapidly
into the deep ultraviolet as the charge
state is varied even slightly along an
isoelectronic sequence. Since a vari-
ation in plasma temperature will alter
the charge state, it would be desirable
to have a single isoelectronic sequence
which emits in the visible for a wide
range of charge states. In order to
have this, however, it would be neces-
sary to violate nature’s rule that wave-
lengths scale rapidly with charge.

A few years ago Uri Feldman from
the Naval Research Laboratory teamed
up with Jack Sugar and Paul Indeli-
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cato at the Nadonal Institute of Stand-
ards and Technology to carry out an
extensive search for an exception to
nature’s rule [3]. Using one of the
most sophisticated computer codes
available to simulate the atomic struc-
ture of highly ionized matter, the sd-
entists sifted through scores of possi-
bilities until they found the needle in
the haystack. The code predicted that
certain ordinarily forbidden transitions
between the fine structure levels
within the ground term of titanium-
like ions—atoms stripped of all but the
22 innermost electrons—would pro-
duce visible light over a wide range of
charge states for elements across the
entire upper half of the periodic table.
These transitions are forbidden be- ~
cause, to first order, the electric field
component of an electromagnetic
wave cannot connect states of identi-
cal parity. Instead, the magnetic com-
ponent of the wave is required. Gener-
ally the magnetic component is rather
ineffective, but, as mentioned above,
the ordinary “rules of thumb” are
. highly distorted in HCIs. “Forbidden”
transitions begin to be “allowed” at
rates which scale in certain drcum-
stances as rapidly as the tenth power
of the charge. In extreme cases, the
(formerly) “forbidden” transitions in
HCIs can proceed even more rapidly
than the “allowed” ones.

The spedal lines predicted in Ti-like
ions remained an untested curiosity
until early last year when the EBIT at

NIST was deployed to see if they really
could be seen and whether they had
the unusual properties which were
predicted. In a recent issue of Physical
Review Letters [4], we reported our
findings that not only were the un-
usual lines clearly observable, but they
were even more “visible” than ex-
pected, with wavelengths shifted ap-
proximately 5% back toward the red
from their predicted location in the
near-UV. In subsequent work, we
have raised the charge state by up to
10 elementary charges, and find that
although the wavelength offset is pre-
served, the scaling with charge is very
simnilar to that predicted. We are pres-
ently measuring the lifetimes of the
upper levels in order to further charac-
terize this sequence. The reason for
the wavelength offser has puzzled
every theorist we have spoken to, in-
cluding a cadre of the best who were
present at last year’s Nobel Symposium
on Trapped Charged Particles [5]. This
is just one of the presently unexplained
puzzles which the highly charged form
of Nature’s “fourth state of matter”{6]
(the plasma) presents us with.

Acknowledgments

I wish to thank my colleagues and
postdocs listed on publicatons 1, 3, 4,
& 5 below, as well as my Division
Chief, Wolfgang Wiese, and Directors,
Katharine Gebbie and Ray Kamumer,
for making this work possible.

NIST-18

For further reading

1. “The Electron Beam lon Trap~,
R. E. Marrs, P. Beiersdorfer, and D.
Schneider, Physics Today, 47, 27
(1995).

2. “Princeton Tokamak begins ex-
periments with tritium-deuterium
plasmas”, B. Schwarzschild, cover pho-
tograph and news article, Physics To-
day, 47, 17 (1994).

3. “Magnetic dipole line from U
LXXI ground-term levels predicted at
3200 A~, U. Feldman, P. Indelicato,
and J. Sugar, J. Opt. Soc. Am. 8, 3
(1991).

4. “Observation of Visible and uv
Magnetic Dipole Transitions in Highly
Charged Xenon and Barium”, C. A.
Morgan, E. G. Serpa, E. Takacs, E. S.
Meyer, J. D. Gillaspy, J. Sugar, J. R.
Roberts, C. M. Brown, and U. Feld-
man, Phys. Rev. Lett., 74, 1716 (1995).

5. “Overview of the EBIT Program
at NIST", J. D. Gillaspy, Y. Aglitskiy, E.
W. Bell, C. M. Brown, C. T. Chantler,
R. D. Deslattes, U. Feldman, L. T. Hud-
son, J. M. Laming, E. S. Meyer, C. A.
Morgan, A. I. Pikin, J. R. Roberts, L. P.
Ratliff, F. G. Serpa, J. Sugar, and E.
Takacs, Proceedings of Nobel Sympo-
sium #91 (in press, Physica Scripta,
1995).

6. “The Fourth State of Matter:
plasma dynamics and tomorrow’s tech-
nology” B. Bova (New York, St. Mar-
tin's Press, 1971).




Physica Scripta. Vol. T65, 168-174, 1996

EBIT Spectra of Highly Stripped lons from the Visible to the

X-Ray

J. D. Gillaspy!

Atomic Physics Division, National Institute of Standards and Technology, Gaithersburg, MD 20899, USA

Received October 3, 1995 ; accepted in revised form December 13, 1995

Abstract

This paper provides an updated review of the capabilities of the Electron
Beam Ion Trap (EBIT) as an advanced light source for atomic spectros-
copy. Recent developments extending the spectral range to over five orders
of magnitude in wavelength are highlighted. Distinguishing features that
make EBIT a powerful tool both for simplifying spectral analysis and for
making precise and accurate measurements are discussed. Various limi-
tations of the machine are also discussed, with the intent to provide an
introductory guide for scientists who may be planning EBIT spectroscopy
experiments for the first time.

1. What is an EBIT?

For the purpose of this paper, one may think of the EBIT as
a high density monochromatic electron beam of variable
energy, housed in a vacuum chamber small enough to fit in
a closet. Atoms directed through the electron beam are
ionized and subsequently trapped in an orbit around and
through the beam. Subsequent ion-electron collisions excite
transitions, causing the ions to fluoresce. More detailed
descriptions of the operation and design of the EBIT can be
found in the literature [1], including a popular account with
color photographs [2], or on the World Wide Web EBIT
home pages:

http:/ /physics.nist.gov/MajResFac/EBIT/ebit.html

http:/ /www-phys.llnl.gov/N_Div/ebit.html

2., The spectral range and simplicity of EBIT spectra

Since the last ASOSALP conference three years ago [3], the
EBIT has continued to demonstrate itself as an increasingly
powerful and versatile light source for atomic spectroscopy.
Two developments in particular have dramatically expand-
ed the spectral range of available data from EBIT sources.
First, the development of the SuperEBIT at Livermore [4]
has led to the production of spectra from energetic elec-
tronic transitions which emit all the way into the soft
gamma-ray region of the spectrum (see Fig. 1) [5]. Second,
the demonstration at NIST [6, 7] that an EBIT can be an
effective source for visible and near-UV spectroscopy (see
Fig. 2) of forbidden fine structure tranmsitions in highly
charged ions has extended the range of EBIT data to span
over five orders of magnitude in wavelength.

One of the striking features of data taken with an EBIT is
the often remarkable simplicity of the spectra. This is
observed even out to both extremes of the available spec-
trum, as can be seen in both the soft gamma-ray data from
Livermore and the visible and near-UV data from NIST. In
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Fig. 2. Spectrum showing that an EBIT can also be used as a source for
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over the region where the strong line appears.
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the NIST barium data for example (Fig. 2) [7], only a single
line appears over a very broad spectral range (320-440 nm).
In both cases, a large part of the simplicity of the spectra
arises from the purity and selectivity of the source, as will be
illustrated more fully in the remainder of this paper.

3. How close to the ideal can an EBIT get?
3.1. Sketch of an ideal light source

An ideal spectroscopic light source would emit photons
from a single atomic species, which has been prepared in a
single charge state of any value, under conditions which
selectively excites a single transition, with high brightness,
and low density (to avoid collisions and absorption), with a
small source size, running in continuous (rather than pulsed)
mode, yet capable of being rapidly switched, and be inex-
pensive and easy to build. All real sources fall short of this
ideal, sometimes for fundamental reasons (high brightness
and low density, for example, are often contradictory). It has
been suggested, however, that the EBIT goes further toward
meeting all of these requirements than any other source [8].
The remainder of this section will address how close an
EBIT source can approach the ideal spectroscopic light
source. Section 4 will then address ways in which the per-
formance of an EBIT falls short of the ideal.

3.2. An EBIT can produce any charge state

With electron beam energies near 200keV, the SuperEBIT
has recently produced spectra from radiative recombination
onto bare uranium (Q = 92+, see Fig. 1) [5]. During the
past eight years, a great deal of data has been taken from
“midrange” charge states (Q = 40—60) where the EBIT runs
with ease. Recently, data have been taken at NIST on
charge states as low as ¢ = 1 (molecular nitrogen ions) [9]
where the EBIT functions like a high-tech version of a
simpler electron beam device which was built for just such a
purpose decades ago (see Fig. 1 in Ref. [10]).

So far, EBITs have been used by the Livermore and NIST
groups to obtain data from at least 44 elements (N, F, Ne,
Al 8i, S, Cl, Ar, Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Cu, Zn, Ge,
Br, Kr, Rb, Y, Mo, Sn, Xe, Ba, Hf, Ta, W, Re, Ir, Pt, Au, Pb,
Bi, Pr, Nd, Gd, Er, Tm, Yb, Th and U) and for at least 21
isoelectronic sequences (bare, H-like, He-like, Li-like, Be-
like, B-like, C-like, N-like, O-like, F-like, Ne-like, Na-like,
Mg-like, Al-like, Si-like, Sc-like, Ti-like, V-like, Co-like, Ni-
like, Cu-like).

3.3. The EBIT has charge state selectivity

By varying a single knob, an EBIT can be adjusted to pref-
erentially produce a selected charge state. Although other
charge states are generally present, this varies depending on
the proximity of nearby levels. The production of a single
charge state with 97% purity has been demonstrated [11].
Even for non-optimal (open shell) configurations, it is pos-
sible to obtain a sizable degree of selectivity as evidenced by
the visible light data from NIST (see Fig. 3).

Detailed computer simulations which pedict the degree of
charge state selectivity for all stages of ionization of all ele-
ments and under a wide range of conditions have been
installed at all three of the major EBIT facilities (see Section
6 below) in order to help plan experiments and interpret
observed results. These simulations are based on the orig-
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directly. ’

inal models from Livermore [12], but contain various
refinements.

3.4. The EBIT has excitation selectivity

By adjusting the electron beam energy above or below an
excitation threshold, spectral lines within a given charge

state can be turned on or off. This is true not only for di-

electronic recombination lines, but also for those directly
excited by electron impact. Figure 4, for example, shows
how a strong line in heliumlike iron can be extinguished by
lowering the electron beam energy by 1% and how a second
nearby line can then be extinguished by lowering the elec-
tron beam an additional 1% [13]. In this regard, the EBIT
electron beam can be used much in the same way that a
laser is used to selectively excite a transition, except in the
case of the EBIT the direct excitation cross-section has only
a sharp lower threshold, instead of a symmetric resonance
structure. The degree of selectivity is limited by the energy
spread of the electron beam, which is typically 50eV,
although it has been made as low as 16eV [14] by compro-
mising other aspects of the EBIT performance.

3.5. The EBIT provides a third dimension to spectroscopy

While the spectroscopy of highly charged ions using ordi-
nary light sources typically conmsists of a simple two-
dimensonal data set composed of intensity vs. wavelength,
the monochromatic nature of the electrons in the EBIT
allow the spectra to be expanded along a third axis: electron
beam energy. In this simple fact lies the key to understand-
ing why an EBIT is such a useful spectroscopic source.
Almost all the features of an EBIT can be traced to this
single aspect of its design, and fully understanding a 3-
dimensional plot of EBIT data (see Fig. 5) [see also Fig. 5 in
Ref. 15] is a key test of understanding the EBIT in general.
The full significance of this third dimension is not easy to
appreciate without careful consideration, particularly since
many spectroscopic experiments need only sample a partic-
ular slice of the full three-dimensional phase space. Some of
the unusual features of the EBIT which arise from the new
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Fig. 4. Plot showing how, within a given charge state, spectral lines can be
tuned in or out of the spectrum by adjusting the EBIT to bring the electron
beam energy above or below the threshold for impact excitation [13]. Here,
in the X-ray spectrum of helium-like iron (Fe2**), lines “x” and “z” are
extinguished by lowering the electron beam energy by (1%) (b) and 2% (c)
from the 6.74 keV value used to produce (a). Because the beam energy is far
above the 2keV threshold to produce the helium-like iron, the charge state
distribution remains approximately constant.

dimension added by the electron beam energy are described
in the remainder of this subsection.

The origin of the process by which a spectral line is
formed can often be determined simply by observing its
behavior as the EBIT control knobs are adjusted. No theo-
retical input or detailed understanding of the system is
needed for this level of analysis. If a line appears abruptly
and then disappears just as abruptly when the electron
beam energy is varied by an amount equal to its energy
width, then the line is probably a dielectronic recombination
satellite. If a line moves continuously in photon energy as
the electron beam energy is varied, it is probably a radiative
recombination line. A judicious placing of the electron beam
energy can localize and move radiative recombination emis-
sion out of the way, or turn off undesired satellites.
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Fig. 5. Plot showing how spectra can be studied not only as a function of
photon energy, but also (simultancously) as a function of electron beam
energy. The extra dimension provides an additional degree of control and
an added axis for analysis which lies at the heart of many of the features of
EBIT.

The tunable beam energy can also be used to enhance the
effective resolution of a system which uses a low-resolution
detector. Figure 4 in Ref. [16], for example, shows a spec-
trum with 50 eV resolution, taken with a solid state detector
which has resolution of typically 200eV. When viewed in
three dimensions, the dielectronic recombination peaks can
be seen to be asymmetric, with the widths along the photon
and electron energy dimensions being 200eV and 50eV,
respectively. Selecting information along the proper “cut”
with an EBIT allows features to be resolved which would
otherwise be fully blended.

3.6. The EBIT can be considered to be a bright source
(sometimes)

The spectral brightness of the EBIT is perhaps the most
misunderstood aspect of the device. When reviewing the lit-
erature, one can even find these apparently contradictory
statements, both from knowledgeable members of EBIT
research groups: “EBIT is a relatively weak X-ray source”
[17], and “EBIT is a relatively bright source for emission
spectroscopy” [8]. Both statements are correct, when taken
from the appropriate point of view. In order to remove the
subjectivity which necessarily comes with terms such as
“bright” and “weak”, I focus here on a more objective
measure: how long does it take to acquire a useful spec-
trum? The answer depends on the experiment, but can vary
from a second to several days, as described in more detail in
the remainder of this subsection.

It is worth pointing out that signal strengths have
improved dramatically since the first year of EBIT oper-
ation (around 1988) so anecdotal experience from that
period should be considered atypical by current standards.
Improvements have included both increases in beam current
and the application of more efficient spectrometer geome-
tries [18].

In the case of X-rays observed in low resolution (SiLi
spectrometer with spectral resolution 2% at 7keV), one can
obtain useful spectra in one or two seconds, fast enough for
real-time feedback when adjusting the EBIT to optimize its
performance (see Fig. 4 in Ref [19]). The count rate in a
single spectral peak can be over 100s 1.
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For visible light observed with moderate resolution
(scanning grating monochromater with spectral resolution
0.2% at 400nm) one can obtain useful spectra in 5 minutes
(see inset of Fig. 2) even without the advantage of parallel
detection. The count rate per spectral line can be over
10s™ 1

For high resolution X-ray spectroscopy, one can obtain
high quality data in 20 minutes to an hour (see Fig. 6). The
count rate per spectral line can be over 1 s™!

3.7. The EBIT source shape can be optimal for many
spectroscopic studies

The EBIT source shape is slit-like, approximately 3 cm long
(the central 2cm of which are visible from outside the EBIT
vacuum chamber) and a fraction of a mm wide. The trans-
verse dimension can vary depending on the excited state life-
time and the ion temperature. For the very fast lifetimes
associated with X-ray transitions, light is effectively limited
to the region of excitation determined by the electron beam
itself (60 um diameter, see Fig. S Ref [20] for a direct mea-
surement of the electron beam width using X-ray imaging).
For visible and UV transitions with lifetimes longer than the
time needed for an ion to traverse the electron beam (2ns
for 1keV barium crossing a 60 pm electron beam), emission
is spread over the entire trap region which can be 200 um in
diameter (see Fig. 3 of Ref. [19] for a measurement of the
visible trap width). The narrow transverse dimension of the
trap helps to increase its brightness, while at the same time
allowing it to be efficiently imaged into a spectrometer (for
example, the entrance slit of a grating spectrometer).

3.8. The EBIT is a very clean source

With a base level of evacuation 13 orders of magnitude
below atmospheric pressure (1078 Pa or 107 !°Torr) and a
trap region surrounded by surfaces cooled to liquid helium
temperature, the EBIT runs under conditions of very high

‘m ' 1 T ] RS
()
w

acot - 1
3
c
£
Q 200 F 1
2
<
3 b gy x
o ]

10C | b

bl 4\.““@.‘
4675 4725 4775
Energy (eV)

Fig. 6. Spectrum showing that EBIT is a bright enough source to allow
high resolution X-ray spectra to be obtained in moderately short periods of
time. This spectra was taken in 20 minutes with a von Hamos spectrometer
with 0.06% energy resolution [18].
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purity. Spectra are observed only from elements injected
into the trap.

3.9. Doppler shifts are typically negligible in an EBIT

Although the ion temperature inside an EBIT can reach
values that compare to the hottest plasmas produced on
earth (1keV &~ 10000000K), the velocities are still only a
small fraction of the speed of light (v/c = 0.01% for 1keV
barium) so Doppler broadening of typical X-ray transitions
is smaller than both the natural linewidth and the typical
instrument resolution. Furthermore, since the ions are
trapped and excited in a symmetric potential at rest in the
lab frame, there is no residual Doppler shift. At Livermore,
ultra-high resolution X-ray spectrometers have been used to
measure the Doppler broadening in select X-ray transitions
(see Fig. 1 of Ref. [21]) while at NIST we have used a low- -
resolution optical interferometer to measure the Doppler
broadening in visible light transitions (see Fig. 2 of Ref
{22]). With evaporative cooling techniques, ion tem-
peratures as low as 0.07keV (50 times below the electron
beam energy) have been obtained [21].

3.10. The EBIT is a sufficiently low density source that line
profiles are unperturbed -

Electron densities in an EBIT are about 4 x 10'2cm™3,
comparable to that found in solar flares and Tokamak
fusion devices (see Fig. 2, Ref. [23] for a comparison with
other light sources). The number density of highly charged
ions inside an EBIT is about 4 orders of magnitude lower
than the electron density. This results in conditions in which
self-absorption and collisional effects are negligible.

3.11. The EBIT is a steady, CW source

EBITs have been put into operation for extended experi-
ments which continue 24 hours a day, 7 days a week. A
single bunch of atoms can be injected and held in the trap
for hours (see Fig. 7) [20] before the intensity of emitted
light drops sufficiently to require reinjection of another
bunch. Bunches can be injected at repetition rates of order
1 Hz if necessary.

3.12. The EBIT can be rapidly switched

Lifetime measurements are examples of experiments in
which rapid switching times are desirable. Both electron
beam energy and current in the EBIT can be switched,
allowing the subsequent temporal decay of the intensity of
the emitted light to be monitored in order to determine the
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Fig. 7. Plot showing that ions can be trapped for hours inside EBIT. Here
a single bunch of gold ions was injected into EBIT at ¢ = 0, stripped to 2
high charge state (Q = 37+) in a fraction of a second, and then held in the
trap for more than an hour as the intensity of the light emitted from the
n = 2-3 transition lines was monitored. The 1/c decay time estimated from
the data is approximately 4 hours.
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lifetime of an excited state. In the case of current switching,
the ions remain trapped by the 3T magnetic field present
inside the EBIT. At Livermore, electron beam energies have
been switched with amplitudes of order 1 keV on time scales
of order 10ns to measure lifetimes between 6ps [24] and
90 ps [25] with X-ray spectroscopy. At NIST, electron beam
currents have been switched off to measure lifetimes of order
1 ms with visible light spectroscopy [26].

3.13. EBIT devices are relativel} affordable and easy to build

Although construction of a new EBIT facility requires a sig-
nificant investment in time and money, this effort is small
compared to that of any other device that can approach its
capabilities. A full-scale EBIT device can be fabricated for a
few hundred thousand dollars, a figure which roughly
matches the cost of the operating electronics and instrumen-
tation. Development time can be avoided because EBITs
are now available from commercial sources. Future develop-
ments can be expected to lower the cost greatly (designs are
being developed, for example, for new EBITs which do not
require any magnetic field [27]). For experimenters who
wish to use existing EBIT devices in a collaborative way,
facilities are available in several locations around the world
(see Section 6 below).

4. Limitations

The previous discussion has emphasized how close to ideal
conditions one can achieve with an EBIT. In typical prac-
tice, the situation may not be much different, but there are
some limitations which should be kept in mind.

Lack of independence of all the variables can be one of
the most troublesome limitations. Varying the electron
beam energy, for example, not only adjusts the charge state,
but also the range of levels accessible for excitation and
(slightly) the trap depth. These limitations can be largely
overcome by electronically automating the system to slew
the electron beam rapidly between different energies, one
energy to create the charge state, for example, and another
to probe it. Such a system is available at all the major EBIT
facilities. Duty cycle factors reduce the efficiency of data col-
lection in this mode of operation.

Another compromise involves the amount of gas injected
for evaporative cooling of the ion temperature — too much
gas, and the vacuum level may be reduced enough that colli-
sions will degrade the charge state purity. At the same time,
evaporative cooling may be essential since it can improve
the signal rate by orders of magnitude by allowing the ion
density to be increased. Generally however, a good compro-
mise can be reached in which the signal level is greatly
enhanced while the charge state distribution is modified
only slightly.

With present EBIT designs, the maximum obtainable
electron beam currents diminish below 2kV (see Fig. 4, Ref.
[7]), limiting the production of low charge states in contin-
uous trapped mode of operation. Useful data in CW trap-
ping mode have been obtained for electron beam energies
down to 0.67keV [28]. Active [29] or passive transient
methods can be used to circumvent the problem, but if one’s
primary goal is to study low charge states, other light
sources should be considered as alternatives.
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At the other end of the charge-state spectrum, it should
be noted that work with the highest charge states (primarily
the production of bare and hydrogenic charge states of
heavy elements and the excitation of helium-like charge
states in the heaviest elements) requires both a high energy
(>130keV) electron beam and a vacuum level significantly
beyond that of normal EBIT operation. While an EBIT can
ionize a neutral atom up to a charge state of 50+ in a small
fraction of a second, getting to 92+ can require several
seconds, and signal rates can be weak. While an EBIT can
produce and hold hundreds of thousands of ioms with
charge states of 50+, the number of bare uranium atoms
produced and held so far is over four orders of magnitude
lower. Experiments that approach the upper end of the
EBIT’s capability require an increasing amount of patience,
but are feasible (the hydrogenic uranium data in Fig. 1 was
acquired in just over one day using a high-efficiency Ge
detector).

As mentioned in Section 4, charge state selectivity
depends on the proximity (in energy) of the next ionization
stage, and is not always near 100%. In an openshell system
such as U”* in which the ionization energy is 8 keV and
the adjacent ionpization stages are within 0.18keV, one can
expect the charge state distribution in the EBIT to have a
full-width-half-maximum of 4, and a full-width-tenth-
maximum of 7 (see Fig. 4b, Ref. [30]). This is only modestly
better than that expected using the beam foil method to
produce similar charge states in gold ions [31], although in
the case of gold some of the nearby ionization stages are
separated by much larger energies.

Another factor that must be considered with regard to
charge state balance is that when the electron beam energy
is scanned, the presence of localized dielectronic recombi-
nation (DR) resonances can abruptly modify the charge
state distribution. Care must be taken to avoid such reso-
nances when their presence could affect the results of a mea-
surement, as is often the case. This task can be complicated
by the fact that the electron beam energy can be uninten-
tionally changed slightly when the current is adjusted, even if
the drift tube voltages are held absolutely fixed (since the
current affects the space charge correction to the electron
beam energy [1]). The dependence of charge state distribu-
tion on proximity to DR resonances makes CW measure-
ment of the DR profile as a function of electron beam
energy a recursive problem. Virtually all of the problems
mentioned in this paragraph, however, are overcome in the
limit that the electron beam is scanned rapidly compared to
the charge distribution relaxation time using “event-mode”
techniques as described in the literature [15].

With regard to excitation selectivity, one must keep in
mind that upper levels can be populated not only by direct
excitation, but also by recombination (dielectronic or
radiative) either directly to the upper level or to higher lying
levels which may then allow cascade through the upper level
of interest. Because of this, one cannot guarantee that a line
will be extinguished simply by lowering the electron beam
energy below the threshold for direct excitation. Either theo-
retical analysis or experimentation may be required to
determine whether a particular line can be fully extinguished
by varying the electron-beam slightly.

Although the presence of a third dimension (electron
beam energy) to aid in the analysis of spectra can be a great
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tool, it also generates a large amount of phase space to
probe. [n cases where the desire is to collect as much data as
possible in the shortest time available, the selectivity of an
EBIT may not be fully desirable. Some experimenters may
prefer a dense spectrum of lines over the selectivity and
spectral purity provided by an EBIT. Electronically scanned
modes of operation, however, can effectively collapse the
third dimension and simulate any temperature distribution
{as long as one neglects processes involving the simulta-
neous presence of two_electrons of two different energies).

Conversely, the resolution obtained along the third
dimension may not always be as high as desired. Di-
electronic recombination resonances often have structure
which cannot be fully resolved with the electron enmergy
spread which is typical in an EBIT. This is one type of mea-
surement in which accelerator based storage ring methods
which employ electron coolers offer clear advantages over
existing EBIT capability. Another limitation due to the
EBIT's finite electron beam resolution is that very close
lying dielectronic recombination satellites which arise from
high-lying Rydberg levels cannot be switched off [32].

The times to acquire useful spectra mentioned in Section
3.6 above might all be multiplied by a factor of ten or more
in order to correspond to a high statistics data set appropri-
ate for a precision measurement. With sufficient instrument
resolution, however, very high precision wavelength mea-
surements can be obtained without many photons.

Although the slit-like source shape might be considered
ideal for use with a ruled-grating spectrometer, some Bragg
reflection X-ray spectrometers would be even better served
by a point source with the same total flux.

The elemental purity provided by the ultra-high vacuum is
compromised for at least one element due to the necessity to
dope the electron gun cathode with barium in order to
lower the work function. The cathode runs at high tem-
peratures and is in a direct line of sight with the trap center.
On time scales of many seconds, the trap accumulates sig-
nificant amounts of barium which can show up in the spec-
trum. When this is a problem, the situation can be avoided
almost entirely by periodically emptying the trap and
rapidly refilling it with the desired element before the
bariumm has time to reaccumulate; reduction of data accu-
mulation rates due to the duty cycle for this procedure can
be made negligible.

Although an EBIT can run uninterrupted for long
periods, it does not always do so. More typically the oper-
ation is punctuated by occasional bursts of secondary
current which inevitably end up appearing on the electron
gun anode or auxiliary electrodes in that general proximity.
These occurrences trip automatic shutdown protection in
the power supplies, but recovery is typically immediate
(seconds).

5. Future improvements

As a relatively recent development, the application of EBITs
to their full capabilities is still in a rapid growth phase. A
number of further improvements can be expected in the
coming years, including the development of VUV spectros-
copy with an EBIT, laser cooling and probing of ions in an
EBIT [33, 34], Fourier-transform ion cyclotron resonance
probes to precisely determine and control the number of
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ions in the trap [35], faster switching times to measure pro-
cesses on faster time scales, more efficient element injection,
higher brightness, higher beam currents, and larger mag-
netic fields.

6. EBIT facilities worldwide

There are presently three major EBIT facilities which are
active: Livermore [1], NIST [19], and Oxford [34]. The
Livermore facility has been producing atomic physics data
for 8 years and presently houses three EBITs of various
sizes (an EBIT, a SuperEBIT, and a mini-EBIT). The Liver-
more team has published nearly 100 papers, the first 42 of
which are reprinted in a compilation available from the
National Technical Information Service [36]. The NIST
EBIT facility began producing atomic physics data during
the past year [6], and the Oxford facility is expected to
produce data in the near future {37].

A SuperEBIT facility was nearing completion in Russia
(Dubna) several years ago, but the effort is presently
dormant [38]. A major EBIT facility is under construction
in Japan (Tokyo) [39], and another is being planned in
Germany (Berlin) [40]. Proposals have been made for at
least one more facility in the U.S. (Connecticut) {41] and in
Germany (Dresden) [42], France [43], and China.
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X-ray, visible and electron spectroscopy with the NIST
EBIT

E. Takécs®P, L.P. Ratliff and J.D. Gillaspy ®
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An overview is given of recent activities at the NIST electron beam ion trap (EBIT)
facility. The machine has been operational for almost three years. Important characteristics
and demonstrated capabilities of our EBIT are presented. Selected results include experiments
with trapped highly charged ions (X-ray and visible spectroscopy), and with extracted ions
(ion-surface collision studies).

1. Introduction

Activity at the EBIT facility in Gaithersburg, MD at present can be divided into
two broad categories. One category is associated with the spectroscopic investigation
of the electromagnetic radiation emitted by highly charged ions created and trapped
within the machine. In these measurements the ions are studied in situ at the place
where they are created. The spectra exhibit the properties of the trap (hot plasma
confined by magnetic and electric fields), the interaction between the electrons and
the ions (excitation, ionization, and recombination processes), and the ions themselves
(atomic structure). The second group of activities are associated with the extracted
ions. In this case we use the EBIT as an ion source in which the highly charged
species are created and then extracted for outside measurements. The extraction and
beam transport is done by several electrostatic ion-optical elements and a magnet,
which is used for separating the specific charge-state needed for the experiment. After
a brief introduction to the machine, some selected results will be presented to give
examples of the latest activities and to illustrate the capabilities of the EBIT laboratory
at NIST.

© J.C. Baltzer AG, Science Publishers
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2. The NIST EBIT facility
2.1. General

The electron beam ion trap at the Gaithersburg, MD site of the National Institute
of Standards and Technology (NIST) was built jointly by NIST and the Naval Re-
search Laboratory (NRL). There are earlier papers describing the properties of the
machine [1,2], so only a brief introduction will be presented here.

The EBIT was built along the lines of the original design of the first Livermore
machine [3] with a few modifications. The electron gun used can provide up to
160 mA of electron beam current. The beam compression at the drift tube region
is accomplished by a pair of liquid helium cooled superconducting Helmholtz coils
capable of producing magnetic fields up to 3 T. The voltage applied to the central
drift tube determines the energy of the electron beam at the interaction region. The
electrostatic trap potential in the axial direction can be up to 500 V deep. The highest
demonstrated voltage applied to the central drift tube compared to the potential of
the electron gun (ground potential) in our machine is 32 kV. Thus, the electron beam
energy should be enough to strip off all but two electrons from atoms with atomic
numbers up to about sixty and to create neon-like ions of all the naturally occurring
elements.

Neutral gases are injected into the trap through one of the side ports facing the
central drift tube. Ionized metal atoms — produced by a metal-vapor-vacuum-arc
(MEVVA) ion source placed on the top of the EBIT — are injected along the axis of
the machine parallel to the magnetic field lines. Electromagnetic radiation emitted
from inside the EBIT is transmitted through beryllium and quartz window side ports
for X-ray and visible spectroscopy, respectively. Examples from the palette of ions
which has been created and studied in our machine include different ions of nitrogen,
argon (up to 18+), krypton (up to 34+), xenon (up to 48+-), barium (up to 46+), iron,
gadolinium, and neodymium.

2.2. The extraction system

Although highly charged ions created and trapped inside the EBIT offer a great
number of research opportunities (e.g., [4-14]), there are other experiments which
require the ions to be extracted from the trap. These experiments include the study of
ion-surface interactions by measuring surface damage, electron emission, and X-ray
emission. lon-gas interactions such as charge exchange and recoil-ion experiments
may be studied as well. Recapturing ions into secondary ion traps is necessary for
another important class of atomic physics experiments which can not be done in the
presence of the electron beam (lifetime measurements of long-living excited-states,
cold ion dynamics studies, and precision mass measurements, for example). For many
of these types of experiments, data for highly charged ions are very sparse or non-
existent. Finally, extracted ions may also be used to reveal important information about
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the conditions inside the EBIT and, therefore, provide complementary information for
spectroscopic studies being performed on ions trapped inside the machine.

A detailed description of the extraction and transport system can be found in [15].
An updated schematic of the beam line for the NIST EBIT is shown in fig. 1. Ions
can be extracted from the trap into the beam line continuously or in pulses, typically
10 us to 100 ms long. The first ion-optical element in the beam line is a 90° elec-
trostatic bender. There are other electrostatic elements to steer and align the beam
(deflectors, einzel lenses) before it enters the charge-to-mass analyzing magnet. There
is a four-jaw slit in the focal point in front of the magnet and a two-jaw slit in the
focal point behind the magnet serving as entrance and exit slits of the analyzer. The
entire system is fabricated from ultra-high-vacuum compatible materials and can be
baked to at least 100°C. Vacuum pumps maintain a pressure in the beam line of about
10~% Pa (1078 Torr) or better to prevent significant losses from the ion beam due to
charge-exchange collisions with residual gas in the beam line.

Ton beams of several highly charged ion species have been transported through the
beam line and into the experimental chamber after the analyzing magnet. Measure-
ments of the ion-beam current have been performed using two Faraday cups — located
after the first electrostatic deflector and after the entrance slit of the analyzing magnet
— which show that no ions are lost in this section of the beam line. Figure 2 shows
an example of a charge-to-mass scan for 7.8 keV per charge Xe ions with the EBIT
operated in a continuous-extraction mode.

Presently [16], the NIST EBIT beam line can deliver a continuous stream of
3,000,000 charge-to-mass selected highly-charged ions (Xe*™) per second into a spot
3 mm in diameter. This number corresponds to a 21 pA beam current and exceeds any
previously reported values of continuous-ion-beam currents extracted from an EBIT
by several orders of magnitude. Since this beam current is 10 times higher than the
value our group recently reported [15], we expect even further improvements. The
system has also been operated in pulsed-beam mode. Operating at 2 Hz repetition rate,
a change of the pulse width from 2.8 ms to 0.012 ms changes the time average current
from 9.6 pA to 1.8 pA, respectively. This mode of running — important for retrap
experiments — boosts the instantaneous beam current by several orders of magnitude.

3. X-ray spectroscopy

There are three X-ray instruments installed on the beryllium window side ports of
the EBIT for wavelength and energy dispersive X-ray spectroscopy. Two of them are
identical Johann-type bent crystal spectrometers for precision X-ray wavelengths and
polarization studies. A description of the spectrometers and detectors can be found in
refs. [17,18]. As a generic diagnostic tool and for measurements which require higher
detection efficiencies but where the energy resolution is not so critical we use a Si(L1)
detector.
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Fig. 1. The extraction and ion-transport system of the NIST EBIT facility. It consists of several electro-
static steering and focusing elements and a charge-to-mass analyzer magnet. At present the system can
provide efficient transfer of highly charged ions into experimental chambers on two separate beamlines.
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Fig. 2. Charge-to-mass analysis scan for 7.8 keV xenon ions. The isotopes in different charge states are
depicted.

3.1. Inner shell dielectronic recombination in Sc-like barium

Dielectronic recombination (DR) is a resonant phenomenon and one of the funda-
mental processes in electron-ion collision physics. Due to the usually high relative
cross sections corresponding to the DR process it plays an important role in determin-
ing the charge-state balance of ions in plasmas. The DR proceeds as

e+ AZH(i) = ATDH () = ATTVHEY + o W

The first step involves a simultaneous continuum-to-bound and bound-to-bound
electron transition. The bound-to-bound transition gives the resonant character of the
process. The resulting doubly excited autoionizing state can relax by photon emission
and the characteristic radiation is the signature of the process. According to eq. (1)
DR can be detected by either measuring the X-ray photons (hv) [19] or measuring the
recombined ions A(Z=D+ [20].

We would like to point out that measurement of the polarization or the angular
distribution of the emitted X-rays provides information on the magnetic sublevels
involved in the process. This information remains hidden in experiments where the
detection is based on the number of recombined ions.

We started to explore the capabilities of our EBIT for measuring DR resonance
processes by investigating the phenomenon in highly charged many-electron barium
ions [19]. We used our Si(Li) detector to capture X-rays from resonant DR processes
involving 2p — 3d excitations of Sc-like barium (Ba**) and Ti-like barium (Ba**t).
The X-ray spectra shown in fig. 3 include several small peaks and a large peak which is
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Fig. 3. The X-ray emission in Sc-like and Ti-like barium at around 4.6 keV becomes strong at a certain
electron impact energy, a distinct signature of the dielectronic recombination process [19]. (DE: direct
excitation, RR: radiative recombination, DR: dielectronic recombination.)
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strong only at certain electron beam energies. The strong X-ray emission line observed
at 4.6 keV appears when the electron beam energy is tuned close to 2.3 keV. At this
beam energy the Ti-like and the Sc-like ions of barium are the main ions present in
the EBIT. Calculations show that the smaller peaks (labeled RR) are from different
radiative recombination (RR) processes and the large peak is due to the resonant inner
shell excitation of a 2p electron to one of the 3d levels. The simultaneous measurement
of the well-separated RR and DR lines allows the deduction of relative cross sections.

The calculations for the cross sections, done at the University of Connecticut, were
based on the angular momentum average (AMA) approximation which is supposed to
be justified when 3d levels are involved and also when the electron-beam energy spread
is as large as a few tens of electron volts, as in our case. Including model calculations to
account for our trap conditions (charge-state distribution balance, electron-ion overlap
factor) we got good agreement between the measured and calculated cross sections.
Details of the experimental and theoretical results can be found in [19].

In our EBIT the spread of the electron-beam energy was about 40-50 eV and the
precision of the energy was 1-2 eV. Although this broad energy distribution seems to be
several orders of magnitude larger than those reported at electron cooler facilities, we
would like to note, however, that the center-of-mass impact energies are much larger
in EBITs, too. This allows the observation of X-rays from inner-shell DR excitation
processes, which are rarely observed at storage rings where the measurements usually
extend up to only a few tens of eV center-of-mass energies. Using the scaling law for
the energy spread given by [21] it can be shown that at such high energies the energy
spread is “only” about ten times less in storage rings compared to EBITs.

3.2. Polarization of Ne-like barium X-rays

Polarized X-ray emission occurs when the electron charge cloud (wavefunction) of
the ion — corresponding to the initial state of the transition — shows spatial anisotropy.
This spatial anisotropy is quite common in astrophysical plasmas. In solar flares, ions
and atoms can be excited by electrons moving along fixed magnetic field lines, which
give rise to a preferred direction in space. Other examples include supernova shock
waves, polar aurorae, and jets in active galactic nuclei. In a laboratory environment
polarized X-ray emission can be observed in crossed beam and beam foil studies. In an
EBIT the excitation of the ions also occurs in a spatially asymmetric way by the well
collimated and directed electron beam. Since the spatial orientation of the electron
cloud of the ion is sensitive to the excitation process, the polarization measurements are
suggested as a method to pinpoint the presence or the importance of certain excitation
channels.

For the polarization measurements our two Johann-type crystal spectrometers were
operated simultaneously, with their respective reflection planes perpendicular to each
other. The direction of observation was at 90° relative to the electron beam direction.
For a Ge(220) (2d = 0.400 nm) crystal the Bragg angle is close to 45° for X-ray
wavelengths around 0.28 nm. For these wavelengths the crystal is a near-perfect
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polarizer. In the setup described above, the spectrometers simultaneously measure
the parallel and perpendicular polarization components of the radiation. The intensity
cross calibration of the two spectrometers can be done by comparing the measured
intensities of a suitable unpolarized line.

In our case, we studied the electron beam energy dependence of the polarization of
the [(2p3/2) ™" 3s1/2)u=2 to [2p®] 7=0 magnetic-quadrupole (M2) X-ray emission in Ne-
like barium. The energy of this line is around 4563 eV corresponding to a wavelength
of 0.272 nm. Although the transition has a relatively small Einstein A-coefficient
(about 3.0 x 10% s~!) the relative intensity of the line is comparable to that of the
high Einstein A-coefficient lines. This is because of the strong cascade feeding of the
upper level of the transition (driven by electron impact excitation to higher levels) and
the fact that the number of decays per unit channel are bottlenecked by the electron
impact excitation rates rather than the decay rates. For the intensity cross calibration
we used the nearby [(2p32) ™" 3s1/2]s-1 to [2p®]=0 electric-dipole (E1) line. Our
model calculations show that this line is unpolarized to a very good approximation.

Figure 4 shows our results. In the electron impact energy range from 5.0 keV
to 7.8 keV, the M2 line shows a strong negative polarization. We attributed the big
change of polarization near 5.0 keV, as well as near 5.1-5.3 keV, to the presence
of resonant excitation processes. These are not included in our calculations which
show a general agreement with the trend of the data at the non-resonant electron beam
energies. Details of the experiment can be found in [22].

4. Visible light spectroscopy

The well developed visible light spectroscopic techniques that serve as excellent
tools for observations of electronic transitions in neutral atoms usually cannot be ap-
plied to the study of highly charged ions. The reason is that the energy differences
between the same levels on an isoelectronic sequence increase rapidly with the nu-
clear charge Z (e.g., for E1 transitions the energy scales with Z2). Although visible
transitions in highly charged ions are thus hard to find, there is a strong need to locate
them for practical applications, in particular for high-temperature plasma diagnostics.
Such plasmas are present for example in the solar corona and in tokamaks. Local ion
temperatures, bulk plasma velocities, direction and strength of local magnetic fields
can all be inferred from Doppler and Zeeman broadening and shifts of spectral lines
originating from these environments.

4.1. Observation of visible transitions in highly charged ions with a grating
monochromator

We experimentally found visible transitions in highly charged barium and xenon

which were theoretically predicted by Feldman et al. {23]. They predicted that there
should be an unusual magnetic dipole transition between levels of the ground-term
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Fig. 4. The overall electron energy dependence of the polarization of the [(2ps/2) ™" 3s1/2]s=2 — [2p°]u=0

magnetic-quadrupole line in Ne-like barium. The solid line represents the calculations of Inal and Dubau

which do not include resonant excitation processes [22]. In the energy ranges where the LNO and L.OO
resonant excitations take place, a big change in the polarization can be seen.

configuration of Ba** and Xe***. One of its unique properties is that this transition
remains in the visible or near-UV region for a range of ions covering the entire upper
half (Z > 45) of the periodic table. This fact makes the transition an unmatched
candidate for hot plasma diagnosis and offers a great challenge for theorists who want
to predict the transition energy using ab initio calculations.

Experimentally, we used a 0.25-m focal length, f/3.5 Ebert scanning monochroma-
tor with a blue-sensitive photomultiplier operated in photon-counting mode. The lines
appeared at 393.24 nm and 413.93 nm wavelengths in Ba**and Xe*?T, respectively.
The wavelength calibration was done by shining light from low-pressure discharge
lamps (He, Hg, Ne, Ar, and Xe) through the EBIT from a port opposite to the spec-
trometer and by in situ measurements of nearly neutral krypton and argon lines. This
calibration resulted in an overall 0.2 nm uncertainty for the wavelengths [24]. As
a continuation of the first observation, our group went on to study the isoelectronic
dependence of the transition energy [25].
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4.2. Fabry—Perot spectroscopy

We used a Fabry—Perot instrument for a preliminary measurement of the previously
observed 3d* °D,—°Ds line in Ba**t with improved resolution [26]. In our original
study using the grating monochromator the 0.8 nm width of the line was dominated
by the low resolving power of the instrument. However, if one wants to use this line
for diagnosis of hot plasmas the instrument resolution has to be increased to allow
observation of the Doppler and Zeeman effects.

In the experimental setup, light from the EBIT was transmitted through a quartz
window side port and then collimated onto a plane Fabry—Perot interferometer. The
instrument was followed by a 24.5 cm focal length fringe-imaging lens and a 4 mm
central diameter aperture placed at the focal point. Behind the aperture the detection
was done by the same photomultiplier used with the grating monochromator before.
The wavelength scanning was done by precisely changing the mirror spacing using a
piezoelectric element.

By fitting the data, shown in fig. 5, to Doppler broadened model line profiles, we
deduced the temperature of the ions within our trap. We found that it is somewhat
less but close to 1 keV. This conclusion is in agreement with the measurement of
Beiersdorfer et al. [27] who used a high resolving power X-ray spectrometer to measure
ion temperatures. It also agrees with our model calculations based on the numerical
simulation of the charge state evolution within the EBIT using a code developed
by Penetrante et al. [28]. We hope that with further studies using a higher resolution
interferometer and different operating conditions of the EBIT, even lower temperatures
can be achieved and measured down to the point where the Zeeman components of
the line profile become visible. At that point the effects of local magnetic fields can
be studied.

5. Electron spectroscopy with extracted ions

The extraction system described in section 2.2 efficiently transfers the ions created
in the EBIT into experimental chambers. In the following, we report our preliminary
study of the interaction of slow highly charged ions with solid surfaces by means of
low energy electron spectroscopy.

There is a need to study ion-surface collision processes both for potential techno-
logical applications and from the perspective of fundamental research regarding the
behavior of matter under the influence of extremely high and localized Coulomb fields.
The availability of novel ion sources (EBIS, EBIT, ECR) has boosted the activity in
this field of research in recent years and an enormous amount of progress was made
in understanding the details of the processes governing the ion-surface interaction.
There were especially important measurements done with (very) highly charged ions
from an EBIT [29-31]. New exotic phenomena were reported, such as the forma-
tion of “hollow atoms” or the so-called “Coulomb explosion” on insulator surfaces.
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Fig. 5. Doppler broadened profile of the 3d* SD,-°D; line in Ba*** measured with a Fabry—Perot

instrument. The calculated curves are the results of our simulations assuming different ion temperatures.

The temperature of the ions in our trap is less than 1 keV [25]. (Note that a mislabeling of the horizontal
axis in the original publication has been corrected; the results are unchanged.)

There are still several open questions, however, which need further and more detailed
exploration. Recent reviews of the field can be found in [32-34].

When low-energy multiply charged 1ons are neutralized at solid surfaces, tens to
several hundred-thousands of electron volts of atomic potential energy are dissipated,
primarily via ejection of electrons. Using well-characterized surfaces, the quantitative
analysis of these electrons can give detailed information about the atomic properties
of both the projectile and the target, and about the collision mechanisms.

With the setup shown in fig. 6, a preliminary study of low energy electrons origi-
nating from the collisions of highly charged ions with surfaces was performed. The
electron spectrometer was designed and developed at the Institute of Nuclear Research
of the Hungarian Academy of Sciences, Debrecen, Hungary. During the measurements
it was placed into a magnetically shielded container to reduce the effect of external
magnetic fields which would distract the path of low energy electrons within the
analyzer.
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Highly-charged-ions
from the EBIT

Tandem parallel-plate
electron energy analyser

Gold surface

Channel electron
multiplier

Fig. 6. Schematic of a parallel-plate electron analyzer equipped with a channel-electron-multiplier detector
to study the interaction of highly charged ions with a polycrystalline gold surface.
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Fig. 7. Energy spectrum of low energy electrons taken with the setup in fig. 6. The low energy peak is
consistent with the expected convoy electrons from Xe*t colliding with a gold surface.

Electrons emerging in the grazing incidence collisions of Xe**t ions with poly-
crystalline gold surfaces were energetically analyzed and detected. The preliminary
spectra shown in fig. 7 suggest the presence of convoy electrons originating in the
interaction. These electrons move with the speed of the specularly reflected projectile,
because they occupy low-lying continuum energy states of the outgoing ion. In further
experiments collective surface effects (image charge, surface plasmon effects) which
distort and shift the convoy electron peak will be studied.
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6. Summary

A general overview was presented to give some idea of the activities at the NIST
EBIT facility which has been fully operational for about three years. Experiments
centered around the in situ observation of ions have used different X-ray, UV and
visible light detection techniques. The newly operational extraction system delivers
energy- and mass-analyzed highly charged ions with currents unmatched by other
instruments with similar overall capabilities.
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FORBIDDEN LINE WAVELENGTHS AND TRANSITION PROBABILITIES MEASURED
USING AN ELECTRON BEAM ION TRAP (EBIT)
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Experimentalphysik III, Ruhr-Universitdt Bochum, D-44780 Bochum, Germany

P. Beiersdorfer, S.B. Utter
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Lawrence Livermore National Laboratory, Livermore, California 94501. U.S.A.

1.D. Gillaspy, F.G. Serpa
Physics Division, National Institute of Standards and Technology, Gaithersburg, Maryland 20899, U.S.A.

1. Introduction

Several coronal lines posed a long-standing riddle to earth-bound spectroscopists, until - following up
on a suggestion by Grotrian (1937) - B. Edlén (1942) confirmed that their wavenumbers indeed
corresponded to fine structure intervals in the ground configurations of highly charged ions like Fe X and
Fe XI. This in turn caused turmoil in solar physics, because the corona must be much hotter than the
underlying chromosphere in order to produce such ions.

X-ray and EUV spectra of the sun became available after World Warll, by observations from
sounding rockets and satellites. These spectra confirmed the presence of the highly charged ions.
Laboratory observation of the (electric-dipole) forbidden lines, however, had to wait for the development
of low-density plasma discharges such as the Tokamak fusion experiments, because in regular light
sources, collisions would probably quench such long-lived levels. Since then, a fair number of forbidden
transitions have been observed in the laboratory, and forbidden lines are being valued for plasma
diagnostics.

While forbidden transitions in light ions are often found in astrophysical light sources, similar
transitions in highly charged heavy ions such as Kr will be important for plasma machines like ITER, in
which Kr will probably be used for radiative cooling and will therefore also be available for detailed

diagnostics.
2. EBIT

Electron beam ion traps (EBIT) now offer novel ways to study such forbidden transitions:
a) EBIT can produce any charge state ion of any element, with much simpler access and more elemental
flexibility than at a large-scale fusion-oriented Tokamak or similar plasma experiment.
b) EBIT can be switched from EBIT mode (with the electron beam on) to magnetic trapping mode
(electron beam off, then working like a Penning ion trap) in less than 1 ms, permitting time-resolved
studies and atomic lifetime measurements.

In explorative studies of visible spectra from the NIST and LLNL electron beam ion traps, a variety of
ion species have been excited and stored. The spectra (see the Ar spectrum in figure 1, or Trabert er al.
1998 for spectra of Kr) are dominated by a number of forbidden lines.
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Fig. 1.-- Composite spectrum of Ar, measured at the LLNL SuperEBIT using a Im normal incidence
spectrometer equipped with a CCD camera (from Trébert ez al. 1998).

Among the transitions studied for their wavelengths are the the 3s23p® *P,—’P, transition in Si-like
Kr*™" and Mo®" and the 3d* *D,-°D; transition in several Ti-like ions from Xe’*" to Au”* (Figure
2). The measured wavelengths, in comparison with calculated data, help to improve isoelectronic
predictions for elements which may be present in future fusion test plasmas.

For several forbidden lines (the ground state fine structure transition in Ar'* and the 3s? 3p2 P, —3P2
transition in Si-like Kr*"), transition probabilities have been measured, with about 5% uncertainties
(Serpa et al. 1997, Serpa er al. 1998, Tribert er al. 1998). This is more precise than the predictions from
most ab initio calculations (Cheng et al. 1979, Biémont and Bromage 1983, Huang 1985, Verhey et al.
1987), which usually need to be corrected for experimental fine structure intervals. However, better
spectral resolution and improved light collection will be needed (and are in reach) to reach the desired
level of 1% uncertainty.

Table 1. Results of Lifetime Measurements using EBIT

Ion Upper level Lifetime (ms) Lifetime (ms)
Experiment Theory as is Theory after energy
correction
Ar' 25*2p *Pg, 8.7+0.5 NIST 9.62 a
9.51b
941c¢ 9.58
Kr#* 3s23p* °p, 5.7+0.5 NIST 6.46 d 6.78
6.3+0.3 LLNL 583e 6.69
Xe? 3d*°D;, 2.15+0.14 NIST 2.4 f
a Verhey et al. 1987 b Froese Fischer 1983 ¢ Cheng er al. 1979
d Biémont and Bromage 1983 e Huang 1985 f Feldman er al. 1991
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Fig. 2. - Isoelectronic trend of the 3d* °D,—"D; transition wavelength in Ti-like ions.
Full line: Prediction by Feldman et al. (1991). Experimental data for Xe measured at NIST
Morgan er al. 1995, Serpa er al. 1996), for Ba at NIST (Morgan er al. 1995) and at Oxford
(Bieber er al. 1997), for Nd and Gd at NIST (Serpa et al. 1996) and for Au at LLNL
(Trdbert er al. 1998). Later MCDF calculations by Beck (1997) come closer to existing
experimental results for Xe to Gd than the initial calculations by Feldman er al.,

but give no further predictions. '

3. Conclusion

Electron beam ion traps are quite suitable for the observation of forbidden transitions in the visible and
permit lifetime measurements in the millisecond range. The precision for lifetime measurements reached
so far is about 5%. In the x-ray range (with better detection efficiency and lower detector noise), EBIT
has meanwhile yielded the first lifetime data with sub-percent precision. It is expected that after further
development work at least the 1% range of uncertainty will be reached also for forbidden transitions in
the visible spectrum. This is better than most applications require and severely tests theory.
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Chapter 9

*

HIGHLY CHARGED ION STUDIES AT THE NIST EBIT

L. P. Ratliff and J. R. Roberts
Atomic Physics Division, National Institute of Standards and Technology,
Gaithersburg, MD 20899-8421

INTRODUCTION

In this chapter we will discuss the application of the electron beam ion trap (EBIT) as a compact
source of highly charged ions (HCls) (see fig. 1) to various experiments conducted at the National Institute
of Standards and Technology (NIST). These experiments were done in collaboration with several different
groups. We will also give a very general overview of the NIST EBIT and the instrumentation for various
types of experiments that have been conducted. ,

The highly charged ions in an EBIT are created when an intense beam (up to 4000 A/cm’) of electrons
collides with low velocity atoms or low charged ions. The ions are trapped by both axial and radial
potential wells. Axially, along the electron beam axis, a well is formed by a series of three insulated drift
tubes. Radially, a well is created by the space charge of the electron beam itself as well as by the magnetic
field from a pair of superconducting Helmholtz coils. This essentially creates HCIs with a relatively small
kinetic energy and allows two rather unique research opportunities. First, the ions can be studied
spectroscopically while being trapped for relatively long periods of time inside the device. Second, the ions
can be extracted into relatively low kinetic energy beams for collision studies. In the first category of
experiments, spectrometers attached to the EBIT analyze the radiation (visible, ultraviolet, and x-ray) that
is produced as the ions radiate as a result of excitations from collisions with the electrons. In this way, we
can measure various absolute lifetimes and transition energies as well as relative cross sections, without
many of the systematic errors due to large (relativistic) ion velocities. In the second category of
experiments, ions are extracted into relatively low kinetic energy beams that bombard gas or solid targets.
Although the ion velocities are much higher in this case than in many laboratory atom or ion beam
experiments, they are much smaller than in accelerator experiments that deal with highly charged ions.
Therefore, the EBIT allows observation of the phenomenology of collisions where the potential energy is
comparable to, or even greater than the kinetic energy. An example is the analysis of ejected secondary
particles, such as electrons, x-rays, ions, atoms, molecules or clusters, or when surface modification.

The chapter is organized as follows: a history section describes the chronology of the development of
the NIST EBIT facility along with the experiments that have been performed there. The next section is a
practical guide to the operation of the EBIT, a metal vapor arc to inject materials, and an extraction beam
line. Finally, there is a brief conclusion.

* This contribution is a US government work and not subject to copyright.
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" HISTORY

In 1988 the former National Bureau of Standards, NBS, was renamed the National Institute of
Standards and Technology, NIST, and a substantial change in NIST's mission occurred as emphasized by
Congress “to assist industry in the development of technology needed to improve product quality, to
modernize manufacturing processes, to ensure product reliability and to facilitate rapid commercialization
of products based on new scientific discoveries”. As a result of this enhanced mission, new avenues for
research and development were investigated at NIST. The Atomic Physics Division in the Physics
Laboratory at NIST had developed an expertise in the investigation of atomic properties of ionized plasmas
mainly by spectroscopic techniques for the Nation's magnetic fusion effort. It was reasoned that the
theoretical and experimental techniques utilized in the magnetic fusion effort could be expanded to include
other important areas of research that would be important to assist industry in the development of
technology. Consultation with NIST colleagues lead us to contact researchers at the Lawrence Livermore
National Laboratory (LLNL) who had recently brought online a new, compact reservoir of HCIs that
emitted x-rays nearly continuously. This source was called the electron beam ion trap (EBIT). A very
promising area that this device could impact and which was generic to the new NIST mission, was that of
fundamental wavelength standards in the x-ray spectral region. Up to this time, the sources of highly
charged ions utilized in research suffered from several fundamental problems, such as large Doppler shifts,
wide Doppler spectral line profiles, and highly transient emission resulting in poor S/N statistics to name a
few. After a few visits to the LLNL EBIT group, it was clear that the EBIT as a source of HCIs was unique
and could provided new opportunities for the application of NIST measurement methods and techniques,
especially in the area of high precision spectroscopic investigations of atomic (ionic) properties. .

This situation was also seen as an opportunity to provide NIST with a unique research tool. It was
realized that this source of highly charged ions could not only provide greater precision and accuracy in x-
ray wavelength standards but the possibility to determine fundamental properties of highly charged ions,
such as ionization, excitation and dielectronic recombination cross sections. These types of data were
essential in the modeling of all highly ionized media from thermonuclear reactions to the evolution of
stellar atmospheres.

The first order of business was the actual fabrication of a NIST EBIT. The EBIT program at LLNL
had produced a workable EBIT that was designed and fabricated in conjunction with researchers and
technicians at Lawrence Berkeley Laboratory. Simultaneous with the NIST inquiries about constructing a
new EBIT based on the LLNL design, scientists from Oxford University, England became interested in a
similar EBIT project for the Oxford Physics Department. It was decided at this point that NIST and Oxford
would mount a jomt effort to build two EBITs at the same time. With the cooperation of LLNL, by
providing both NIST and Oxford with the original EBIT design drawings, Oxford University proceeded to
fabricate two nearly identical EBITs, one of which was delivered to NIST in February 1992. The decision
to modify the original EBIT as little as possible stemmed from the success of the LLNL EBIT and the idea
“if it ain’t broke don’t fix it”. Also a concern was the unknown stability properties of the ions trapped in the
~ 4000 A/cm® electron beam and the 3T magnetic field. However, for convenience and simplicity there
were some modifications that were included. They were: 1) a redesign of the location of the high voltage
input, 2) a modified design of the components for electron injection, 3) more observation ports, and 4) the
inclusion of small, conducting appendages near and on the drift tube assembly. This latter modification was
intended to improve stability by eliminating the build up of Penning electrons in the vicinity of the drift
tubes. The build up of such electrons can provide a short-circuit, causing an unprogrammed shut down of
the EBIT.

The next major undertaking was to put together the parts and make the device operational. Scientists at
the Naval Research Laboratory (NRL) had demonstrated interest in collaborating with NIST
on experiments of mutual interest in high precision and high accuracy x-ray spectra. Because the
uniqueness of the EBIT was apparent to the researchers at NRL, a workshop was held before construction
was begun at which research staff from both NIST and NRL presented and discussed ideas that could be
applied to this new source of highly charged ions. As the result of this workshop, NRL decided to
collaborate with NIST on the EBIT project by providing a portion of the electron beam control
instrumentation and apparatus to make the EBIT function as 2 world class source of highly charged ions. It
was also at this point that NIST hired a project leader and together with staff from NRL, the new EBIT and

NIST-46
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some component parts were assembled. This NIST/NRL collaboration provided the scientific community
an operational EBIT in September 1993.' .

The first efforts were repeats of experiments done at LLNL, to check that the modified EBIT design
was operating appropriately.” A liquid nitrogen cooled Si(Li) x-ray detector with a resolution of
approximately 175 ¢V and an operating range of 1 keV to 25 keV was used to observe broad spectral
features of ions such as barium and xenon (see fig. 2). Barium is a contaminant given off by the heated
electron gun cathode and xenon was injected as a gas into the vacuum. These preliminary experiments
confirmed that the new EBIT was operational and performed better than expected.’ Other overview papers

of the NIST EBIT early results include refs. 4, 5 and 6.
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Fig. 2 The lower graph shows broadband x-ray spectra taken with a Si(Li) detector located at the trap region. The insert
is the high-resolution spectrum taken with a Bragg crystal spectrometer showing the transitions from the J=1 excited
states to the ground state in neon-like barium.

Using the same Si(Li) x-ray detector, dielectronic recombination (DR) and radiative recombination
(RR) cross sections in Ba*** and Ba**" were studied.” In this DR process, a continuum electron collisionally
excites a 2p electron while it is simultaneously captured into the 3d (3s) orbital of the target ion. Then the
3d (or 3s) electron decays to the 2p vacancy of the recombined ion emitting a photon of 4.6 keV (or 4.0
keV). In addition to these DR peaks, the spectrum shows well defined radiative recombination peaks
corresponding to emission from orbitals with n = 3, 4, and 5 and a broad peak due to emission from higher
orbitals (see fig. 3). The n = 3 RR peak overlaps with the 3d DR peak. The resonant nature of the DR
excitation is seen by changing the electron beam energy by 100 eV (the energy spread of the electron beam
is some tens of eV); the two DR peaks go away while the RR peaks show 100 eV shifts in energy.
According to simulations of the conditions in the EBIT, most of the trapped barium atoms are in the charge
states, q = 34 and q = 35. Calculations of the relative cross sections for this mixture of charge states, which
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‘Fig. 3 Scandium-like barium spectra taken at varying electron-beam energies. The electron-beam is varied from 2270
eV 102440 ¢eV.

NIST-48



262 L. P. Ratliff and J. R. Roberts

Two identical crystal spectrometers in the Johann configuration were used for high resolution x-ray
spectroscopic studies.’ The spectrometers are fitted with bent germanium crystals with 2d = 0.400 um
(2,2,0 family of planes). For incident radiation near 4.56 keV, the Bragg angle is near 45, making the
crystal a very good polarizer. Utilizing the two crystal spectrometers simultaneously and mounting them
with their optical axes orthogonal allowed observation of polarization effects due to the directional nature
of the electron beam. This “two-crystal” method of measuring polarization is insensitive to certain types of
systematic errors that might have affected ?revious measurements. The spectral line studied was the
magnetic quadrupole (M2) line, 2p® 'Sy — 2p (*P%1)3s[3/2]°%, in neon-like barium, Ba***. To account for
differences in geometry and efficiency between the two detectors, the signals from the detectors are
normalized using the nearby electric dipole (E1) line, which is essentially unpolarized. The polarization, P,
is defined as: P = (I — Iperp)/(Tpar + Iperp), Where Iy and Ip, are the intensities of the parallel and
perpendicular polarized light measured at 90° from the electron beam axis. Aside from the regions where
resonances occur in the cascade feeding of the upper state, strong negative polarization is measured in the
range, 5 keV to 7.8 keV which is in good agreement with calculations (see fig. 4).> We have also
experimented with the implementation of new types of spectrometers. for use on an EBIT. One such
instrument is described in ref. 10.

The first observation of visible light from an EBIT'' was made in 1993. Such visible spectroscopy
from highly charged ions could be a valuable tool for diagnostics of high temperature plasmas, for example
in nuclear fusion reactors and in the solar corona. It is beneficial to observe lines in the visible and near uv
as they can be measured with standard, well established, optical techniques. Of specific interest were the
?redictions by Feldman et al.”? Their calculations demonstrated that magnetic dipole (M1) line (3d* D, -
D;) in the Ti-like isoelectronic sequence would remain in the visible/near uv spectral region for nearly half
of the periodic table from Z = 45 to Z = 92. This would be particularly valuable to use for plasma
diagnostics. Morgan ef al'' made the first measurements in this sequence and determined the wavelengths
of barium and xenon to be 393.24 (20) um and 413.94 (20) pm, respectively (see fig. 5). While these
values are consistent with relativistic Hartree-Fock (HFR) calculations with a scaling factor of 93% (which
is reasonable for highly charged ions), they differ by an unacceptable 5% from ab initio, multi-
configuration, Dirac-Fock calculations. This M1 line in xenon was also observed using a Fabry-Perot
spectrometer'® with a resolving power of 10%. In this case, an ion temperature of less than 1 keV was
deduced from the Doppler width of the emitted spectral line. (see fig. 6). Additional observations of M1
spectral lines have been observed in krypton." In this experiment spectral lines of low charge state ions
were observed along with the HCI M1 spectra.

In order to expand the range of ions available for study in the EBIT, a metal vapor vacuum arc, or
MEVVA, ion source was added to the EBIT. The source was designed, built and tested at NRL and brought
to NIST 1995. With the ability to inject metal ions into the EBIT, Serpa et al*® continued the investigation
of the Ti-like isoelectronic sequence by adding measurements on neodymium (A = 375.3 (2) um) and
gadolinium (A = 371.3 (2) um). Now with these four measured wavelengths in the sequence, the scale
factors for the previous HFR calculation were refined and improved predictions were made for the
isoelectronic series from xenon (Z = 54) to osmium (Z = 76)."

In 1995 researchers at NIST> '® developed a method for using the EBIT to measure lifetimes on the
order of milliseconds. This temporal range is difficult to measure via the standard beam foil technique as it
would require an unreasonably long flight tube. In this technique, the EBIT electron beam is switched on
and off. When the beam is off, the fluorescence is monitored as a function of time. The decay curve (see
fig. 7) is fitted with an exponential to extract a lifetime. Because the transitions that feed the upper state are
extremely fast, there is no significant contribution to that ?opulation during the beam-off period. Careful
diagnostics done by our group and the group at Livermore 7 show that a certain portion of the decay is in
fact due to the lifetime of the excited state of the ion. Usin§ this technique, we measured magnetic dipole
lifetimes for Xe*** (2.15 (14) ms), Kr*?* (5.7 (5) ms) and Ar"" (8.7 (5) ms).'*"®
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Fig. 4 Polarization measurements of a magnetic quadrupole transition (M2} in neon-like barium. The measurements
were done with electron beam energies in the range of 5 keV to 7.8 keV.
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Fig. 5 A wavelength survey of barium (213) and xenon (b) showing magnetic dipole lines in the near ultraviolet spectral
region for (a) Ba*** and (b) Xe*** and Xe’'".
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Fig. 7 The temporal evolution (a) of the magnetic dipole spectral line intensity at 413.94 um from the Xe*** and (b) of
the x-rays detected by a Si(Li) detector for an optimized Xe*** charge state.
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In collaboration with the NIST Quantum Metrology Group, experimental work has been ongoing to
measure the transition wavelengths in the x-ray spectral region with absolute accuracy at the 10 -~ 30 ppm
level. There are two goals here. The first goal is to improve wavelength standards in the x-ray spectral
region. The second goal is to measure Lamb shifts in hydrogenic systems with heavy nuclei; for a given
number of electrons, the Lamb shift of an ion varies as the fourth power of its charge, so the magnitude of
the Lamb shift of highly charged ions can be quite large. The measurements are done with one of the
Johann bent-crystal spectrometers described previously.® The calibration procedure employs an x-ray tube
where an electron beam is focused onto a target foil. This foil is located directly opposite the EBIT trap
region from the spectrometer entrance slit. The calibration x-rays travel through the EBIT to the
spectrometer. The details of the absolute calibration are presented in ref. 19. The current status and results
of this effort are also summarized in ref. 20.

Although the NIST EBIT program was begun to carry out high precision and accurate x-ray
wavelength measurements, it was clear that there were other areas of research that were also exciting and
that would benefit from the unique properties of an EBIT. One of these was the idea of extracting the HCIs
from the trap and transporting them to another experimental chamber where the ions could interact with
other matter, e.g., a material surface. In 1993 Schmieder and Bastasz*' from Sandia, published results from
experiments done on the LLNL EBIT. They impacted HCIs onto a plastic (CR-39) surface and formed
local damage sites. The surface was chemically etched in order to make the damage sites visible with a
scanning electron microscope. This discovery led NIST to undertake the design and construction of a
highly versatile transport ion beam line to systematically investigate the interaction of HCIs with surfaces.

The design and construction of this beam line proceeded in parallel with the ongoing spectroscopic
experiments described previously, and in early 1996 it was essentially finished.” This new beam line
incorporated unique steering elements, movable Faraday cup detectors, several einzel lenses and an g/m
charge-to-mass separator magnet. This magnet is capable of transporting almost any charge state of any
element, except for the very lowest charge states of the highest mass elements at high velocity. For
example, U?* can be transmitted with 64 keV of kinetic energy at the highest magnetic field available in the
separator magnet. At the end of the beam line are two chambers. One is used exclusively for the exposure
of surfaces and the other, can be configured for a variety of experiments. With two target chambers at the
end of the beam line and the spectrometers on the EBIT, it is easy to quickly switch among multiple
experiments that can remain intact semi-permanently. This has attracted many collaborators with diverse
interests to the NIST EBIT.

The performance of this beam line was outstanding and gave the highest fluxes ever observed in such a
system.”? For example, we measured 21 pA of Xe***, three orders of magnitude more than had been
reported for continuous mode operation of any EBIT at the time.” Previously, the time-averaged flux was
observed to be much higher in pulsed mode operation than in the continuous mode. In pulsed mode, the
ions are stored in the trap until a significant population of the desired charge state ion is accumulated.
Then, the voltage on the center drift tube is raised, pushing the trapped ions over the barrier presented by
the upper drift tube. In this way, ions are extracted from the trap in pulses as short as a few microseconds or
as long as tens of milliseconds or more. This however can be a disadvantage for certain experiments. For
example, experiments involving pulse-counting electronics might saturate for high intensity count rates.
We have found that the NIST EBIT works quite well in what has been termed continuous leaky mode. That
is, the upper drift tube potential is set below the lower drift tube potential and the ions with the highest
energy are constantly escaping out the upper drift tube. We find that this method gives us the highest fluxes
and the most stable beams. :

With the beam line in place, we set out to understand the mechanism for surface damage with
relatively low velocity, highly charged ions starting with the simple concept that follows. As the HCI
approaches a surface, it starts to extract electrons from the material. Some of these electrons are bound in
high lying states of the projectile HCI forming a “hollow atom”. This type of atom will have many low-
lying vacancies with most of the captured electrons in high lying states. The atom can decay via Auger or
radiative processes and possibly extract more electrons from the material before its actual impact. If the
surface is a good conductor, the electrons should be readily replaced from the bulk material, but an
insulato;gg)lzlgd develop a locally charged region which would “Coulomb explode” leaving a crater at the
surface.”™"”

We proceeded to expose several types of surfaces with highly charged ions and image their surfaces in
collaboration with Schmieder from Sandia National Laboratory. In this collaboration, the experiments were
performed using the NIST EBIT facility and an atomic force microscope (AFM) from the Sandia group.
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We exposed the surfaces to the EBIT highly charged ions, removed them from the vacuum and imaged
them in air. As our first surface to study we chose CR-39 to reproduce the results seen earlier by Schmieder
and Bastasz.?' As expected, after etching in 5 N NaOH solution for 30 minutes at 50° C, we saw craters that
were approximately 200 pm across using scanning electron microscope (SEM) and a field emission SEM
(see fig. 8(a) and 8(b)). These craters can be seen with the naked eye as a haziness of the surface.

For subsequent experiments, we again chose insulating materials as we expected to see the largest
effects with them. In order to see nanometer scale features, we required extremely smooth samples, so we
chose mica, which is easily cleaved with adhesive tape. In previous studies at Livermore?’ and Kansas®,
hillocks were seen to result from HCI bombardment on mica. In collaboration with the Kansas group, we
studied the effect of potential energy on the size of these hillocks and found that they increased
approximately as the ion's potential energy to the 3/2 power.” (see fig. 9)

Recently, we studied a standard high-resolution resist, polymethylmethacrylate, or PMMA. We
exposed the PMMA-coated silicon to Xe***, removed it from the vacuum and developed it in a solution of
equal parts (by volume) of isopropyl alcohol and methyl isobutyl ketone at room temperature for 30
seconds. Figure 10 shows an AFM image of damage sites produced by multiple ion impacts through two
dimensional array of nominally square holes; they are approximately 10 um apart and 1 um in diameter.”
In another investigation, low doses of HCIs on PMMA were also done and single impact sites were imaged
with an apparent width of approximately 24 pum. We have also investigated the effect of ion bombardment
on the surface of the crystal amino acid, L-valine. (See the figures in the chapter by Edward Parilis within
this volume.)

In collaboration with George Whitesides’ group in the Chemistry Department of Harvard University,
self assembled monolayers (SAMS) were also exposed with HCIs.>® The samples consisted of silicon
wafers coated with a thin titanium adhesion layer and then with 20 um of gold. Self-assembled monolayers
of dodecanethiol, CH; (CH,),, SH, are grown in solution and removed from the solution just before they
are put into the vacuum. They are then exposed with various fluences of Xe**" jons. In this way, we found
that a substantial exposure required 10" ions/cm”. This is approximately a factor of 10° less than the
fluence required for a similar exposure with metastable argon atoms which have 5000 times less potential
energy than the ions. Figure 11 shows a proof-of-principle of HCI masked lithography using
hexadecanethiol SAMs over a 40 pm layer of gold bound to a silicon wafer with a chromium adhesion
layer. The inset in figure 11 shows an edge roughness that appears to be limited by the quality of the mask
used.

Using a compact, energy dispersive x-ray detector, we have measured the x-ray spectra from
hydrogenic argon impacting silicon dioxide.”' This experiment represents the first investigation with x-ray
spectroscopic methods of the effects of bombarding surfaces with HCIs from the NIST EBIT.

An ultra high vacuum (UHV) scanning tunneling/atomic force microscope (STM/AFM) and surface
preparation chamber were added to the facility in 1997. This made NIST the only facility in the world in
which one can use the very high charge state ions to expose surfaces and then image the surfaces without
removing them from the vacuum. With this new capability, we can observe the structures created by ion
bombardment before oxidation or environmental contamination can modify the structures.

The most recent addition to the equipment for studying surfaces is a high spatial resolution (~ 15 pm)
movable intensified charge injection device (CID) detector system. This instrument images the ion beam at
the location of the sample to accurately determine the spatial characteristics of the beam.

OPERATION
The EBIT facility can be thought of as four separate systems: 1) the EBIT itself, 2) the MEVVA ior

source, 3) the beam line and 4) two target chambers and related equipment. This section is an overview o:
these systems.
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Fig. 8 (a) Scanning electron microscope (SEM) and a (b) field emission SEM scans of an etched plastic, CR-39.

etched damage sights are approximately 200 pm in diameter.
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Fig. 9 A plot of the volume of damage hillocks in mica vs. the 3/2 power of the potential energy of Xe*. The points ()
represent the data for several different charge states from 30 < q < 50 and the ( ) a least squares fit to the data.

EBIT

The EBIT (see fig. 12) consists of three major components: the first includes the electron source, the
drift tubes and the electron collector, the second comprises four magnetic field coils to shape the electron
beam, and the third embodies the necessary support equipment. While it has been described in other
publications, for completeness sake it will be described here as well. A beam of electrons from the electron
gun travels through the drift tubes to the collector. Along the way, it is shaped by the various electric and
magnetic fields. The EBIT is mounted vertically with spectrometers mounted around its circumference at
the trap region and the extracted ion beam emerges from the top.

The electron gun is a commercial unit that consists of a cathode, an anode and a focusing electrode.
The cathode is heated by a filament and is operated at ground potential. Electrons are extracted from the
cathode when the anode is biased, normally at about 4.2 kV, and the focusing electrode shapes the beam.
There is an electrode located near the electron gun that is normally held at the same potential as the anode.
The purpose of this electrode, formerly called the snout, is to shape the magnetic field in the vicinity of the
electron gun as well as to act as an electrostatic element. The transition electrode is located in the narrow
opening of the grounded liquid nitrogen shield to prevent the ions from being influenced by the ground
potential of the shield (see fig. 12).

The drift tube assembly consists of three cylindrical tubes enclosed by a cylindrical shield electrode.
The electron energy in the trap region is the center drift tube voltage minus a correction due to the space
charge of the electrons and ions in the trap. This correction is calculated by integrating Gauss' Law and, as
an example, is s 70 eV at 2 keV trap potential and 35 mA of electron current.!’ The collector electrode is
biased at approximately +2 kV to attract the electrons that have passed through the drift tubes. A
suppressor electrode located just below the collector prevents secondary electrons created in the collector
from travelling back down into the EBIT. Just above the collector, the extractor electrode is at a negative
voltage to aid in extracting the ions into a beam and to suppress the escape of secondary electrons from the

top of the collector.
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(b)

Fig. 10 An AFM image of damage sites produced by multiple ion impacts of **Xe** on a polymethylmethacrylate
(PMMA) resist coated silicon wafer. A commercial stencil mask screened the wafer with a two dimensional array of
square holes. Two sites are shown in top view (a) and depth profile (b); expanded view of a single site is shown in (c).
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Fig. 11 A proof-of-principle of HCI masked lithography using hexadecanethiol SAMs. The insert demonstrates the
edge roughness that appears to be limited by the quality of the mask. The squares are approximately 10 micrometers
wide.

There are four magnetic field coils. The first is an electromagnet located in the electron gun region,
called the bucking coil, which nulls the magnetic field from the superconducting magnet in the electron gun
region. The next two are a pair of Helmholtz superconducting magnets that provide a field of 3 Tesla in the
region of the drift tubes. This field constricts the electron beam to a filament ~ 60 pm in diameter. The
fourth is the collector magnet, surrounding the collector electrode, which helps to spread out the electron
beam so that it will more uniformly distribute its energy.

A metal shielded room located in the comner of the laboratory houses four electrically floating systems
for: 1) the EBIT drift tubes, 2) the collector magnet, 3) the MEVVA (see section on MEVVA) and 4) the
ion beam imaging camera (see section on the Beamline). Each of these systems consists of an acrylic box
that houses equipment such as power supplies, electronics, an isolation transformer and fiber optic
transmitters and/or receivers. The fiber optic systems allow remote control of the power supplies located in
the metal shielded room from a main control console. The voltages applied to the drift tubes (up to 500 V)
float on top of the drift tube shield voltage that varies from < 1 kV to > 30 kV by way of HV voltage
amplifiers and switching electronics. The collector magnet floats at the voltage of the collector electrode.
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Fig. 12 A schematic cross section drawing of the EBIT showing; 1) the electron gun assembly, 2) the high voltage
feed for the drift tubes, 3) the transition electrode, 4) the superconducting Helmholtz coil former and holder, 5) the
liquid nitrogen shield, 6) the collector magnet, 7) collector suspension assembly, 8) einzel lens, 9) liquid nitrogen
shield, 10) liquid helium dewar, 11) helium dewar support.

The cryogenic systems perform three functions. First, the liquid helium bath cools the Helmholtz
magnet pair so that it is superconducting. Second, the liquid nitrogen cools the collector magnet so that it
does not overheat, as well as providing an intermediate cooled jacket for the liquid helium. Third, the cold
surfaces in the vacuum chamber condense gasses, reducing the base pressure from 107 Pa (10° Torr) (at
room temperature) to < 10 Pa (10'° Torr).

- Careful cryogenic system design is very important because of the humid air in the laboratory. Cold
surfaces condense the water and form ice, both of which can cause problems for the electronics and high
voltage equipment associated with the EBIT. For this reason, the liquid nitrogen feed lines are made of
vacuum insulated pipe. The liquid nitrogen is transferred from a remote large dewar into a smaller dewar
near the EBIT. This smaller dewar is designed so it is automatically filled during EBIT operation, thus
guaranteeing that the intermediate jacket for the liquid nitrogen is always filled. This dewar also supplies
liquid nitrogen to the collector magnet through an automatic valve. A thermocouple on the output of the
collector magnet is used as feedback to control the valve. After the collector magnet, the liquid nitrogen is
vented through a well-insulated line to the outdoors where a series of three large heat sinks warms it to its
gaseous state. Unless the EBIT chamber is opened, the nitrogen shield and collector magnet are kept liquid
nitrogen temperature constantly. This requires approximately 440 liters per day of liquid nitrogen.
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Liquid helium is fed via a flexible, vacuum insulated transfer tube directly from a portable 250 liter storage
dewar into the EBIT cryostat reservoir. During operation, the EBIT uses approximately 3.5 liters of helium
per hour. For this reason, the cryostat is not kept at liquid helium temperature except when the EBIT is in
use. Gaseous helium escapes through vent ports on the top of the EBIT. Heater tapes wound around these
vent lines warm the helium exhaust and prevent water vapor condensation and icing.

MEVVA

The metal vapor vacuum arc (MEVVA)™ ion source can be used to inject nearly any metal ion into the
EBIT. In the EBIT, these low-charge-state injected ions are further stripped. The MEVVA consists of five
stainless steel electrodes: trigger, cathode, anode, extractor, and ground shield. These electrodes are
arranged coaxially and are separated by ceramic spacers. A plasma is created when a capacitor is
discharged between the trigger and cathode. Ions are accelerated to the anode and the extractor shapes the
ion beam. The cathode electrode material determines the ion species that is created. We have used the
following materials: Ti, V, Sc, Bi, Nd, Gd, W, and Fe.

The MEVVA is located directly above the EBIT and the metal ions are injected through a hole in the
electrostatic bender of the beam line (sece on Beam Line section). To inject ions, the MEVVA is triggerec
and the upper drift tube potential is lowered to permit the ions, to enter the trap region, and then quickly
raised, to trap the ions. Typical timing sequencing and voltage values are described in detail in ref. 15.

Beam Line

A highly efficient beam line is used to transport ions extracted from the top of the EBIT.Z? Ar
electrostatic bender (see fig. 13) located above the EBIT bends the ion beam into the beam line. A fine wire
mesh-covered hole in the upper plate of the bender allows ions from the MEVVA to be injected into the
EBIT. Two sets of deflectors and two einzel lenses align and focus the ion beam into an analyzing secto
magnet. This magnet bends the ions of a desired charge state by 90° and spatially separates the ions o
different charge-to-mass ratios. Slits located at the entrance and exit of the magnet can be narrowed by
translator feedthroughs to transmit only one charge-to-mass ratio. '

After the sector magnet are a set of deflectors, a lens, and a second 90° electrostatic bender. Thit
bender also has a fine wire mesh covered hole in the lower plate so that it can be biased to either bend o
transmit the ion beam. Target chambers, for exposing surfaces to ions, are located both at the output of the
bender as well as below it. Each chamber is equipped with an einzel lens, a second focusing electrode, an
a plate with a 3 mm diameter aperture. The chamber below the bender is connected to an analysis chambe
that houses a vacuum STM/AFM used for imaging surfaces that have been bombarded with ions.

To detect the ion beams, we use channel electron multipliers and Faraday cups. The electro
multipliers, located in both target chambers, are capable of counting single ions and are useful fo
measuring low signal levels. They are also used for scanning the mass distribution. In this case the io1
count is recorded while the current to the mass-analyzing sector magnet is ramped, resulting in a signal tha
measures the various species and their charge states present in the beam (see fig. 14). The Faraday cup
measure absolute current and provide a useful verification of the signal measured by the multipliers
Faraday cups are located in the target chambers; they are mounted on motion feedthroughs and can b
inserted into the beam just in front of the multipliers. Also, two movable Faraday cups are located in th
beam, just after the first electrostatic bender and just before the magnet; these are used to monitor the ion
through the beam line to optimize the transmission through the various elements.
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Fig. 13 A three dimensional schematic rendering of the EBIT beamnline showing the major components.
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In addition to the Faraday cups and channel electron multipliers, we have two imaging detectors. Each
detector has a microchannel plate to intensify the signal from the ions. Just after the microchannel plate is a
phosphor and a CID camera to allow for output. The image from the CID camera can be viewed on a video
monitor or fed directly to a computer for analysis. One of the detectors can be mounted at various positions
along the beam while the other is presently being installed permanently in the target chamber at the end of
the beam line. This second detector is mounted on a motion feedthrough such that, when the target is
removed, it can be inserted into the beam at the position of the target surface during exposure. In this way,
we can know the spatial distribution of intensity along the beam near and at the target. For certain
experiments, ions are decelerated (or accelerated) just before impacting the target. In this case, the target is
biased at a negative (or positive) voltage relative to ground. To get an accurate measure of the beam
profile, the imaging detector must be biased at this voltage as well. For this reason, the detector is
electrically isolated and can be floated at potentials up to 10 kV.

CONCLUSION

In 1993 NIST successfully brought an EBIT on line based on a slightly modified design of the LLNL
EBIT. Within one year successful experiments were being conducted involving several different types of
experiment apparatus and collaborators from around the globe. After a five year period to establish a new
competence within the newly Congressionally mandated NIST mission, the EBIT project was made a
permanent facility at NIST with a wide range of objectives. These objectives encompass basic research
studies on the physics of highly charged ions and the interaction of HCIs with surfaces.

The NIST EBIT facility has proven to be a very versatile instrument, but, we believe that we have only
scratched the surface of its true versatility. There are important research avenues that we have not yet
explored. One such avenue is high precision mass measurements (see the chapter in this volume by C.
Carlberg). This would be a powerful technique for measuring fundamental constants, acquiring atomic
reference data, and “weighing” chemical bonds and transition energies as well as contributing to a quantum
standard of mass. In this concept for the EBIT, the ions are transferred to a precision hyperbolic Penning
trap where the electric fields are very carefully characterized and stabilized. The ions in this secondary trap
move at their resonant frequencies and this motion is monitored by measuring the induced image current on
the tra;; electrodes. The current state-of-the-art for such measurements is on the very impressive 0.2 ppb
level.*” The use of HCIs rather than singly charged ions presents some advantages. The signal level would
increase with the charge state and the resonant frequencies would increase, thereby increasing the
resolution of the mass measurement. Another area would be to study the EBIT trap itself. Both
experimental and model calculations could bear fruit on the understanding of the trap dynamics. This could
possibly lead to revision in the basic EBIT design or mode of operation to make it more efficient or to
permit the trap dynamics to be more accurately deconvolved from the fundamental atomic physics
processes in the trap and allow more accurate measurements.

This chapter has served as an overview of the NIST EBIT project to date. Updated information on the
progress of ongoing and future avenues of research can be gotten by accessing the NIST EBIT web page,
http://physics.nist.gov/MajResFac/EBIT/ebit.html (case sensitive). This web page also has a list of the
NIST EBIT publications, related web pages as well as other information.
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Abstract

This paper reviews some of the fundamental properties of highly charged
ions, the methods of producing them (with particular emphasis on table-
top devices), and their use as a tool for both basic science and applied
technology. Topics discussed include: charge dependence and scaling laws
along isoelectronic or isonuclear sequences (for wavefunction size or Bohr
radius, ionization energy, dipole transition energy, relativistic fine structure,
hyperfine structure, Zeeman effect, Stark effect, line intensities, linewidths,
strength of parity violation, etc), changes in angular momentum coupling
schemes, selection rules, interactions with surfaces, electron-impact ionization,
the electron beam ion trap (EBIT), ion accelerators, atomic reference data,
cosmic chronometers, laboratory x-ray astrophysics, vacuum polarization, solar
flares, ion implantation, ion lithography, ion microprobes (SIMS and x-ray
microscope), nuclear fusion diagnostics, nanotechnology, quantum computing,
cancer therapy and biotechnology.

1. Introduction

Most of the universe consists of highly ionized matter (Fang and Canizares 2000). Because
it is exceedingly rare on Earth, and because we are blindfolded from observing cosmic
sources by the relatively high x-ray absorption of our atmosphere, the scientific study and
application of highly ionized matter has been limited. Atomic physics and conventional ion
beam technologies, for example, were developed in the virtual absence of laboratory access
to highly charged ions. Today, however, powerful devices are available that can preferentially
produce any ionization stage of any naturally occurring atom. Some of these devices (Levine
et al 1988) are small enough to fit on a tabletop. Others are huge devices that produce ions
travelling near the speed of light (Angert 1991, Stohlker ef al 2000). These two extremes each
have their own particular applications, but they share the property of providing a window into
a part of the universe that is still relatively unexplored and that can be expected to impact a
variety of fields.

0953-4075/01/190093+38$30.00 © 2001 IOP Publishing Ltd  Printed in the UK R93
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This review covers a broad range of research with highly charged ions by using selected
results from my own work and that of others to illustrate general concepts and provide
an introduction to emerging applications. More details and breadth of coverage of the
fundamentals can be found in comprehensive earlier reviews (Martinson 1989), books (Beyer
et al 1997, Beyer and Shevelko 1999, Gillaspy 2001, Marrus 1982, 1988, Pal’chikov and
Shevelko 1995) and conference proceedings (Lindgren et al 1992, Mokler et al 1998) for
example.

After this introduction, section 2 covers the fundamental aspects of the ions themselves,
while section 3 focuses on the experimental methods of producing them, with particular
emphasis on the electron beam ion trap (EBIT). Section 4 provides an overview of a variety
of applications in basic science and applied technology. Section 5 concludes with a summary
table of the various scaling laws discussed in this paper, and some remarks about the future.

The functional definition of a ‘highly charged ion’ (HCI) varies. To many, it refers to
any atom that is missing more than one or two electrons. To others, several dozen electrons
must be missing before the label ‘highly charged’ is used. For the purposes of this review, I
adopt the following definition: an HCI is any atom that has been stripped of a large number of
electrons (Q > 1), so that the total energy yielded during reneutralization (Ey) is outside the
realm of ordinary experience with laboratory ions (Eq > 10 eV).

This definition overlaps with what are frequently referred to as multiply charged or
multicharged ions at the lower end of this spectrum (typically Q = 2-9, with Ey < 1000 eV),
as well as what are sometimes called very highly charged ions at the upper end of the spectrum
(e.g. @ = 92 with E; ~ 750000 eV). The tremendous variety of HCIs makes almost every
generalized conclusion and ‘rule of thumb’ in the field suspect, but it also opens up an enormous
range of possibilities for discovery.

2. Highly charged ions: fundamental aspects

2.1. Isoelectronic and isonuclear sequences

To explore the full range of phase space spanned by HCIs, one might first select a particular
elemental species (atomic number Z) and then remove sequentially a number of electrons
(@ =1,2,3,...)toproduce a series of ions with the same nucleus but a variety of N-electron
structures (N = Z — Q). Since this is how the ions are actually produced, it is a natural way
for an experimentalist to organize his data. This type of phase space cut through the (Z, Q)
space of all possible HClIs is called an isonuclear sequence.

From the point of view of theory, however, scaling laws are often easier to understand by
fixing the electronic number N, and varying the species Z. Data presented in this way are
called an isoelectronic sequence. Conceptually, one may think of an isoelectronic sequence as
starting with a particular neutral atom, and asking how the electronic properties of that atom
change as the nuclear charge is increased in a series of unit steps.

An isoelectronic sequence, therefore, is like having a ‘knob’ on the nuclear charge that one
can turn up, pulling the electronic cloud into a more tightly bound configuration and shrinking
the size of the atom. An isonuclear sequence, on the other hand, is like pealing the layers of
an onion away, to reveal the tightly bound cores of atoms. Both approaches lead to the same
end result: an object with a highly compact spatial wavefunction (figure 1).

Because there are two ‘charges’, electronic (Q) and nuclear (Z), the phrase ‘scaling with
charge’ is sometimes ambiguous. The more specific phrase ‘scaling with Z’ refers to an
isoelectronic sequence, while ‘scaling with Q’ is most appropriate for an isonuclear sequence.
Along an isoelectronic sequence, Z and Q differ by only a constant, so the two are sometimes
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Hydrogen Atom

Hydrogen-like Nickel Ion

Figure 1. Schematic representation of the relative spatial extent of the wavefunction of a hydrogen-
like nickel ion (Z = 28) compared with that of a hydrogen atom. The ratio is similar to the size of
the planet Neptune compared with the size of the Sun.

92

N\
N

ISONUCLEAR SEQUENCE

92

Figure 2. Schematic phase space plot of the range of all possible positive ions with nuclear charge
Z and electronic charge |Q| < Z, up to @, Z = 100. Examples of isoelectronic and isonuclear
sequences are indicated.

used (loosely) interchangeably. In the limit of highly charged few-electron ions, Z ~ Q so
the two can be interchanged more correctly.

Isoelectronic sequences begin at Z = N + 1, while isonuclear sequences begin at 0 = 1.
Figure 2 illustrates schematically an isoelectronic sequence and an isonuclear sequence on a
plot of the full (Z, Q) phase space for positive ions. Isotopes can be thought of as extending
along a third axis that projects out of the page. Most laboratory experience is clustered around
the bottom axis (‘ordinary ions’). Negative ions (below the horizontal axis) are not shown
because only a few of them are stable and they are not dealt with in this review. All of the
positive ions, on the other hand, are predicted to be stable within the framework of elementary
quantum mechanics. In most cases this prediction holds true, although quantum field theory
describes a number of interesting exceptions that are described in sections 4.2 and 4.4 below.
In discussing general scaling laws in this paper, I will consider one-electron (hydrogen-like)
ions as the prototypical case.
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2.2. Size

Perhaps the most fundamental and physically tangible aspect of an atom is its size (spatial
extent of the electronic wavefunction). The great diversity of physical properties exhibited by
the atoms across the periodic table emerges essentially from variations in the size and shape of
the wavefunction. It is perhaps remarkable, then, that all atoms are roughly the same size: a
few tenths of a nanometre. This ‘typical size of an atom’ is the first rule of thumb that must be
abandoned in making the shift from neutral atoms to highly charged ions. UM+, for example,
has a wavefunction that is nearly 100 times more spatially compact than that of a hydrogen
atom. This gives a sense of the great variation in physical properties that one can expect to
find among HCIs.

A simple isoelectronic scaling law for one-electron ions predicts that the size of the
wavefunction (Bohr radius = R) varies as the reciprocal of the ion charge,

R~1/Z
~1/(0+1)~1/0 for Q> L. (1)

Figure 1 is drawn to scale using this formula. When the approach to a one-electron ion is
viewed along an isonuclear sequence, on the other hand, the relatively smooth scaling of size
with Q indicated above gives way to abrupt jumps at closed-shell configurations.

For very highly charged ions, the wavefunction size becomes so small that one must
begin to think about the ions in a qualitatively different way. The simplistic view of an HCI
as a tiny Bohr atom with a charge is inadequate because the relevant length scales enter a
new regime. Consider the hydrogen isoelectronic sequence. In the atomic limit, the system
has planetary analogies that can be quite useful for gaining intuition. The electron orbits the
nucleus at a characteristic distance that is large compared with both the spatial extent of the
nucleus and the Compton wavelength of the electron (the fundamental length scale at which the
electron ceases to behave as a point particle with finite charge). The ordinary hydrogen atom,
like the solar system, is mainly empty space. At the high end of the isoelectronic sequence,
however, the Bohr radius (R ~ 50/Z pm) falls below the Compton wavelength (2 pm). Under
these conditions, single-particle quantum mechanics begins to break down and semiclassical
reasoning based on it becomes of limited value. Indeed, even the classical concept of a central
Coulomb potential breaks down to some extent. Quantum field theory is required to describe
the system. The resulting new picture is one in which the structure of the vacuum of space itself
is significant. The concept of empty space is replaced by one in which everything is bathed
in a sea of virtual positron—electron pairs, popping in and out of existence within the small
window of time during which the Heisenberg uncertainty principle allows energy conservation
to be violated. At short distance scales, it becomes apparent that the virtual sea of charge
from the vacuum becomes polarized and screens the actual ‘bare’ charge of the electron. The
closer one gets, the more the screening is avoided and the higher the electron charge appears
to be. As the electron continues to ‘decloak’ from the vacuum at increasingly shorter length
scales, the apparent charge that it carries rises significantly above the conventional value of
1.6 x 10~ C, and ultimately approaches its bare value of infinity. The conceptual jump from
a hydrogen atom to a hydrogen-like uranium ion is perhaps as great, or greater, than the jump
from a classically orbiting planet to a quantum mechanical atom. For a more comprehensive
introduction to the quantum field theory of HCISs, see Greiner et al (1985).

The reduction in size of an HCI with increasing Z results in a tremendous compression
of the wavefunction density at the upper end of an isoelectronic sequence. The above scaling
law for atomic size predicts that a hydrogen-like (N = 1) uranium atom (Z = 92) has an
electronic density that is 780 000 times higher than that of a hydrogen atom. This compression
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of the wavefunction into the space near the nucleus dramatically alters the relative importance
of various physical effects that determine the atomic structure. The consequences of this are
elaborated on in section 2.3 below.

A hint of the wavefunction compression that is so strong in HCIs is present even in the outer
(valence) electrons of heavy neutral atoms. If an outer electron has zero angular momentum,
then its wavefunction extends to the nucleus, and the electron can be thought of as spending
a finite fraction of its time inside the orbits of the core electrons. During this time inside the
core, the valence electron feels the full (unscreened) nuclear charge, and is pulled in closer
toward the nucleus. In quantitative quantum mechanical terms, the probability density of a
valence s-electron at the origin scales as Z (Foldy 1958). This linear scaling is a remnant of
the full Z* scaling of an unscreened hydrogen-like ion.

This remnant scaling is one of the reasons that parity-violation experiments are done with
heavy atoms. These atoms concentrate the valence electron wavefunction at the nucleus where
the short-range interaction caused by the exchange of a massive vector Z-boson (weak neutral
current) between the electron and a nucleon is non-zero. For neutral atoms, the observable in
such experiments scales up as Z?3, while for HCIs, it scales up as Z5 (Fortson and Lewis 1984).
There are also weak neutral current effects that occur between electrons (far from the nucleus),
but these are generally smaller and thus have typically been neglected in experiments with
neutral atoms (Bouchiat and Bouchiat 1974, Fortson and Lewis 1984). The compression of
the electronic wavefunction throughout an HCI should amplify this effect as well. An additional
advantage to using HCIs in parity-violation experiments is that the number of electrons can be
reduced to a small value that can be accurately handled by theory. This is important because the
experiments are based on observing interferences which require conventional atomic structure
calculations to extract a quantitative value for the fundamental parity-violation parameter,
the weak nuclear charge (Bouchiat and Bouchiat 1997). Theoretical issues and proposed
experiments to use HClISs to test the parity-violating aspects of the standard model have been
presented recently in the literature (Bednyakov et al 2000, Dunford 1996, Pindzola 1993,
Schafer er al 1989, Zolotorev and Budker 1997).

2.3. Energy

2.3.1. Kinetic energy. The two different types of energies associated with ions, potential
and kinetic, are sometimes confused, particularly when discussing beams of highly charged
ions. Conventional ion beams used in the microelectronics industry or in materials science are
comprised of singly charged ions with a kinetic energy in the keV to MeV range. This kinetic
energy dominates the interaction of such ion beams with surfaces, and hence the internal
(potential) energy liberated when the ion neutralizes itself upon contact with the surface is
usually neglected. Since conventional ions carry only about 10 eV of potential energy (the
ionization potential), neglecting it is a very good approximation. For beams of highly charged
ions in the same kinetic energy range, however, the relative importance of kinetic energy to
potential energy is reduced, or even inverted—sometimes by a large factor. The implications
of an unusually large potential energy are discussed from an applications point of view in
sections 4.6.2 and 4.6.3 below.

The kinetic energy that an HCI attains when it accelerates through an applied potential
V is a factor of Q larger than it would be if it were singly charged. Modest voltages or
stray electric fields can therefore have a large effect on the ion velocity. This effect can be
exploited to produce fast ion beams relatively easily, as discussed in section 4.6.1 below. This
effect can also lead to non-intuitive results in standard electrostatic ion beam optical elements.
For example, a simple ‘velocity filter’, formed by passing a beam of a particular mass of ion

NIST-69



R98 Topical review

through an electric field normal to its direction of motion, and selecting only those ions that
are bent by a particular angle, can actually pass ions with widely different velocities as long
as they also have widely different charge states (conventionally assumed to be 1). For HCIs
produced at rest along a potential gradient and accelerated to a different common potential, a
simple velocity filter becomes an unusual type of filter that passes only those ions produced at
specific locations in space, independent of the widely different velocities that they obtain after
accelerating away from their point of origin. This effect is exploited in the efficient extraction
of ion beams from the devices described in section 3.3 below.

The definition of a ‘fast’ and ‘slow’ HCI often varies, depending on an experimenter’s
particular experience. A rather objective benchmark for the crossover from fast to slow is set
by the orbital velocity of the outermost electrons in neutral atoms. This velocity is less than the
speed of light by approximately a factor of « ~ 1/137 (the fine structure constant). Processes
such as charge capture by an HCI from a background gas molecule take on a very different
character at collision velocities much above or below the crossover velocity of the target.

In addition to the fundamental difference between fast and slow ions described above,
there is also a practical one: experiments at velocities far above the crossover velocity (‘fast
ions’) require the use of large accelerator facilities, while those done with ‘slow ions’ can be
done with table-top devices. This forms a natural division of the two research communities.

Within the accelerator community, ion velocity is often expressed in terms of the quantity
‘keV/u’, the ratio of the kinetic energy to the rest mass of the ion, with the mass measured
in ‘v’ (unified atomic mass units) and the energy measured in ‘keV’ (joules divided by 1000
times the charge of the electron). This quantity (keV /u) is roughly equal to the kinetic energy
divided by the number of nucleons (A), but it is often referred to simply as the ‘energy’ of
the ions. Note that ions of the same charge but different mass, accelerated through a given
electric field, will have the same energy but may have greatly different velocities. Dividing
the energy by the mass, on the other hand, will uniquely specify a velocity factor, from which
the velocity, v, can be extracted using the following expression:

2 4 2
keV T \/ PPe? + mict — moc
k¥ 107 x 1070 = T® °

u moc? moc?

_ 1 1_11)2_'_31)4_'_51)6_'_
TV 1 —0?/c? T 2¢2 8¢t 16¢5

where T (v) is the relativistic expression for kinetic energy (Lorrain and Corson 1970) and
keV/u is the kinetic energy per unit rest mass, as described above. Sometimes the ‘u’ is
dropped (implied), leading to possible confusion about whether energy or velocity is being
specified. Another potentially confusing practice, particularly prevalent among the community
of ‘table-top’ HCI researchers, is to normalize the kinetic energy by the ion charge, rather than
the number of nucleons. The ion energy is then expressed in units of ‘keV/q’ (¢ = Q, the
dimensionless ion charge state). This is frequently done because a variety of ion charge states
may be created at a fixed potential and then accelerated to another potential, resulting in a
variety of ion energies and velocities (but a single ‘keV/q’). Unfortunately, again, sometimes
the denominator is implied, leading to potential confusion. As an example, to bring the various
issues discussed above together, the crossover velocity for neutral target atoms (approximately
equal to that of a hydrogen atom, vy = 2.2 x 10% m s!), corresponds to 25 keV/u, and can be
produced by accelerating a typical hydrogen-like atom (with A/Q ~ 2.5) through a potential
difference of approximately 62 kV.

Researchers studying the interaction of HCIs with surfaces have another benchmark
velocity that defines what might be called ‘ultra-slow’ HCIs. This is the minimum impact

)
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velocity (vy,) that an ion can have, under the influence of unscreened image charge acceleration
by a surface. If one tries to perform an experiment by directing an ion beam onto a surface
with velocity v < vy, the ions will automatically accelerate to vy, shortly before impact. For
very highly charged ions, vy, can be surprisingly close to the crossover velocity. For a typical
surface, the energy gain due to image charge acceleration exceeds 1 eV by approximately a
factor of Q%2 (Winter and Aumayr 1999). For the case of hydrogen-like xenon, the minimum
impact velocity is about 1% of the crossover velocity. This 1% scales very weakly with charge
(roughly as Z'/*) along the hydrogen isoelectronic sequence, ranging from 0.3%-1.2% for
Z = 2-92. For a fixed atomic mass, the factor of 1% scales as Q%/*, so for very low charge
states vy, is many orders of magnitude less than vg.

The observation of impact velocities below vy, (down to zero) has been reported on
imperfectly conducting surfaces (Briand et al 1997b, 2000). In fact, the observation of a
so-called ‘trampoline effect’ has been reported, in which the net surface charge reverses its
sign and causes an incident HCI to be repelled backwards after reaching a distance of several
nanometres from the surface. This effect remains controversial, however, (Aumayr et al 1997,
Briand et al 1997a).

2.3.2. Potential energy. To further complicate issues, there are two types of potential energy
that are distinct for HCIs: the ionization energy and the neutralization energy. For an ordinary
ion, these two are identical in magnitude, but for HCIs they can differ by more than a factor
of ten. This is because ‘ionization energy’ is the energy required to remove orne electron,
producing the charge Q + 1 from an ion with one lower charge, while ‘neutralization energy’
is the energy released in replacing all of the missing electrons. The ionization energy is most
relevant to the production of the ions, which typically occurs in a step-wise process (one
electron removed after another), while the neutralization energy is more relevant to the impact
of ions on surfaces.

The ionization energy (U) grows rapidly as the ion charge increases. Simple Coulomb
potential scaling for one-electron ions predicts that there are two factors of charge involved,
one that arises directly from the increased amount of nuclear charge and another from the
reduced distance from that charge:

U(Z)y~Z/R~Z/(1)Z) = Z*. (3)

For multielectron systems, the increase in U with charge along an isonuclear sequence will be
reduced and less smooth, reflecting the atomic shell structure and the variation in electronic
screening. All species of ions will approach a Q? enhancement of ionization potential in the
high charge limit (Q — Z). Figure 3 illustrates these aspects for the case of xenon.

The neutralization energy (Ep) is given by the sum of all the ionization energies of the
charge states at and below that of the ion. Thus the energy Ej is enhanced by two factors:
the fact that it is the sum of several (numbering () ionization energies, and the fact that the
individual ionization energies in the sum are themselves enhanced by the factor discussed
above. Examples of the neutralization energy as a function of charge are presented in figure 4.

2.3.3. Photon energy. Another set of key energies associated with HCIs are those which
separate the various eigenstates, and hence determine the wavelength of emitted light. Although
all of the energy levels become more tightly bound as the charge increases isoelectronically,
the deeper levels experience the largest change. Semiclassically, the concentric Bohr orbits of
the electrons are pulled in towards a Coulomb singularity with a strong gradient, like matter
falling into a black hole. The resulting tidal forces within the ion cause the energy levels to
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Figure 3. Ionization energy of xenon as a function of ion charge Q (isonuclear sequence).
The smooth curve shows the scaled ionization potential of hydrogen, 0.0136Q?, for comparison
(isoelectronic sequence).

become more separated. The resulting decrease in the wavelength of the emitted photons is
dramatic, as shown by the example plotted in figure 5. The various spectral regions indicated
in this plot are defined following the Physics Vade Mecum (Anderson 1981).

The rate at which photon energies scale up with charge can vary widely, depending on
the terms in the Hamiltonian which lead to the separation of the energy levels in the first
place. The separation between states with adjacent principal quantum numbers (An = 1) is
determined primarily by the Coulomb potential, and therefore the Z? scaling described above
for ionization potentials also applies to the photon energies. For transitions between fine
structure levels (An = 0), however, the shifts in the energy levels are dominated by relativistic
effects, which cause the photon energies to scale much more strongly with charge—typically
as Z*.

To understand the Z* variation in photon energy for fine structure transitions, consider the
formula for the relativistic energy of a free particle, expanded for velocities slow compared
with the speed of light,

2, P p*
E =/ p2c? + mp?c* =~ moc” + — oo 4
p 0 0 2 8mpc? “4)
The first and second terms give nothing new—just the rest mass and the classical kinetic
energy. The third term, however, is the relativistic variation of mass that contributes to the
fine structure shift. Because the orbital angular momentum (I = r x p) is fixed by universal
quantum numbers, p must increase as the atomic size (or semiclassically, the radius r of

the orbit) decreases isoelectronically. For example, the velocity of electrons in the ground
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Figure 4. Neutralization energy for xenon and uranium as a function of ion charge. Note, by
comparing with figure 3, that 40% of the neutralization energy of bare xenon comes from the two
deepest energy levels. This fraction ranges from 100% to 34% across the periodic table of naturally
occurring elements.

state of hydrogen-like ions is v/c = «Z. Thus, the linear decrease in atomic size with
increasing charge results in a linear increase in p, which produces the Z* scaling described
above.

Even more illuminating is the part of the fine structure shift that is due to the spin—orbit
interaction. This shift can be understood semiclassically as arising from the magnetic dipole
interaction of the electron spin with the effective magnetic field generated in the reference
frame of the orbiting electron by its motion through the electric field of the nucleus. This
magnetic field is proportional to the vector product of the nuclear Coulomb field and the
electron’s orbital velocity, both of which scale up isoelectronically with Z:

B=cvx E~Zx2Z>=2Z7" (5)

In this expression, the electric field scales up with one power of Z because of the increased
nuclear charge, and with two additional powers of Z because of the shrinking orbital radius
which places the electron closer to the 1/7? singularity at the nucleus. In summary, the overall
scaling of the fine structure splitting is proportional to Z*, and therefore rapidly grows to
become ‘not-so-fine (or small)’ in comparison with the principal splitting between energy
levels (An = 1).

With these scaling laws in mind, it is easy to see how transitions that produce photons
in the visible spectral range for neutral atoms rapidly scale up with charge to produce x-ray
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Figure 5. Examples of photon wavelength scaling with ion charge. Plotted are the calculated (Plante
etal 1994) resonance lines (1s2—1s2p, lower curve) and lines from the lowest-lying metastable triplet
levels (1s2s—1s2p, upper curve) of helium-like ions.

photons in HCIs. A Z increase of only a factor of six under Z* scaling, for example, causes
a green photon at A = 475 nm to become a 3.4 keV x-ray (A = 0.36 nm). The case of the
3d* 5D,-3D; transition on the Ti-like sequence is one of a number of exceptions: an accidental
crossing of energy levels gives rise to a nearly flat (Z-independent) variation of wavelength
over a large portion of the periodic table (Feldman ez al 1991, Porto et al 2000b).

There is another important contribution to the energy levels which scales in a way
intermediate between the Z2 dependence of the Coulomb interactions and the Z * dependence of
the relativistic fine structure interaction: the hyperfine interaction. The origin of the hyperfine
shift is the electrodynamic interaction of the orbiting charge and/or spin with the magnetic
moment of the nucleus. The Z-scaling can be understood by considering the magnetic field
generated at the nucleus by a circularly orbiting electron. This field follows directly from an
integration of Maxwell’s equations (or more simply, from the Biot—Savart law) and goes up
as the inverse cube of the radius of the orbit. The linear scaling of Bohr radius with Z then
directly leads to a Z* dependence of the hyperfine shifts.

For HCIs, the absolute magnitude of the hyperfine splitting grows so large that it enters
the optical regime. High-resolution laser spectroscopy can then be used to probe the electronic
structure so accurately that the atomic physics of HCIs impacts an entirely different field,
nuclear physics. Information gained about the nucleus through very accurate measurements
of electronic structure can be made to exceed the present experimental accuracy using other
methods (Kuhl et al 1997). The hyperfine splitting in H-like bismuth has been measured using
an HCI accelerator facility (Klaft ef al 1994) and in H-like holmium and Li-like Bi using an
electron beam ion trap (Lopez-Urrutia e al 1996, Beiersdorfer er al 1998).
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Not all energy level shifts grow with increasing Z. The shifts due to external magnetic
fields (the Zeeman effect) for example, actually decrease. The first-order (linear) Zeeman
shift for the ground state of hydrogen-like ions has a weak Z dependence due to the effect
of relativity. In the relativistic generalization of quantum mechanics, four wavefunctions
(composed of two radial wavefunctions and two Pauli spinors) are required to fully describe
even a single-electron atom or ion. Although one of the radial functions is typically small,
its finite value leads to the variation with Z of the first-order Zeeman shift. The functional
dependence of this variation is given by the following correction factor (Bethe and Salpeter
1977):

2
g1=%(1+2,/1—(a2)z)m1—(“f) P 6)

If this factor is neglected, the first-order Zeeman shift is independent of Z, but even then it
becomes relatively less significant in comparison to the overall energy scale as Z increases.
The absolute scale of the first-order Zeeman shift is set by the product of the Bohr magneton
and the magnetic field. The second-order Zeeman shifts (quadratic in magnetic field) scale
much more strongly, decreasing as 1/Z? for the ground state of hydrogen-like ions.

Shifts in the energy levels due to external electric fields (the Stark effect) also decrease
with increasing Z. For non-degenerate levels, the Stark shift scales as 1/Z. This scaling can be
understood by considering the origin of the Stark shifts as a polarization of the electron cloud
which produces an electric dipole moment, g x r, which scales as r ~ 1/Z. In non-degenerate
perturbation theory, the first-order shift scales as the matrix element of the dipole moment
operator, and thus reflects the 1/Z scaling. For degenerate levels, such as those that arise in a
simple treatment of the ground level of hydrogen-like ions for example, the first-order Stark
shifts vanish. Degenerate perturbation theory can then be used to estimate the second-order
shift, which arises from two dipole moment matrix elements, plus an energy denominator that
scales as the level separations. The second-order shift thus scalesas 1/Zx1/Zx1/2* = 1/Z*.
As the field approaches zero, linear shifts are eventually regained as radiative corrections lift
the degeneracy on a fine scale.

In addition to the dramatic shifts in the positions of spectral lines described above, HCIs
also display large changes in the relative intensities of the lines as well. With increasing charge,
the quantum mechanical selection rules that suppress certain classes of transitions no longer
apply, and transitions that are ordinarily ‘forbidden’ become relatively strong, sometimes
becoming even stronger than the ordinary ‘allowed’ transitions (see section 2.6 below).

The energy distribution of radiation from HCIs changes in at least one more important
way: spectral linewidth. While ordinary atoms typically have very sharp and well defined
spectral emission lines, these become greatly broadened in HCIs, resulting in a spectrum
that is considerably more ‘fuzzy’ than that of neutral atoms. This blurring of the emission
spectrum is mandated by the Heisenberg uncertainty principle because the lifetimes of excited
state levels decrease rapidly as the ion charge is increased. The Z-scaling of the lifetime
(inverse linewidth) varies widely depending on the transition involved. The widths of hyperfine
transitions, for example, scale as Z°. Intercombination transitions (AS # 0) with An = +1,
have an even stronger scaling: Z'°. The widths of ordinary (electric-dipole) transitions scale
as a more moderate Z*, but this is still significantly greater than the quadratic scaling of
energy, so the relative sharpness of the emission spectrum still blurs with increasing charge:
AE/E =27%7% = 72
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2.4. Electric field

HCls provide a simple system in which electrons are subject to some of the strongest electric
fields available in the universe. Scaling up Coulomb’s law as Z> (one factor of Z for nuclear
charge, two more for reduced Bohr radius), the electric field experienced by a lone electron
orbiting a uranium nucleus is approximately 1016 V cm ™!, the strongest static field available
in any laboratory. Even the most intense laser fields are several orders of magnitudes less
strong than this. The conditions inside HCIs thus provide a unique testing ground for ‘strong-
field quantum electrodynamics’ (Greiner ef al 1985). In addition, the residual strong fields
that extend from HCls to long distances form the basis for the emerging field of HCI-surface
interactions, discussed below.

2.5. Angular momentum coupling

Because the outer electrons in neutral atoms interact primarily by electrostatic forces, the
Hamiltonian is independent of spin (to first order). This gives rise to the ordinary L S-coupling
scheme (Cowan 1981, Heckmann and Trabert 1989) in which eigenstates are well described
by the independent quantum numbers corresponding to the total electron angular momentum
(L) and total electron spin (S). Deviations from pure LS coupling can be described within
the context of perturbation theory by expanding the eigenstates in terms of pure LS states;
there will generally be a small admixture of nearby states with different quantum numbers. For
HCTs, however, the admixture can become so large that an entirely different coupling scheme is
called for. For example, there are states in magnesium-like manganese and oxygen-like copper
in which the eigenfunctions are primarily comprised of a linear combination of two L S states,
with virtually identical weights (equal to within a fraction of one per cent) (Gaigalas ez al 1999).
In cases like these, even discussing the situation qualitatively can become confusing. There
have been cases where the admixtures were so large that theorists and experimentalists thought
they were comparing results for a particular state when, in fact, they were talking about two
physically different states. When the problem of state identification was clarified, entries in
tables were switched and agreement between theory and experiment improved (Froese Fischer
and Jonsson 2001).

The required change in coupling scheme is made clear by considering the relative
importance of electrostatic (electron—electron) and relativistic effects (e.g. spin-orbit
interaction). The spin—orbit interaction grows as Z*, as discussed above. The weaker
Z? scaling of electron—electron interaction can be appreciated by considering that (1) it is
inversely proportional to the distance between the two electrons and (2) the area of space that
adjacent electrons on a spherical Bohr orbit have available to pass by each other scales as
4w R ~ R? ~ Z~2. As the spin—orbit interaction becomes stronger with increasing Z, it
becomes more appropriate to first couple the spin and angular momentum quantum numbers
for each individual electron (j = s + [) and then take into account the electron—electron
interaction by subsequently coupling the electrons together (J = j; + j» + - - -). The resulting
natural transition from LS to jj coupling as Z is increased (isoelectronically) is evidenced by
the smooth rearrangement of the energy eigenvalues plotted in figure 6. Standard spectroscopic
notation (Cowan 1981, Heckmann and Trabert 1989) is used to label this figure.

2.6. Selection rules

The change from LS to jj coupling in HCIs is accompanied by a loss of familiar quantum
mechanical selection rules. For example, electric dipole (E1) transitions can then take place
even with a change of the total spin quantum number (AS # 0). Furthermore, the requirement
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Figure 6. Variation of energy eigenvalues with Z, showing the crossover from LS to jj coupling
in the case of Be-like ions, from Martinson and Curtis (1989).

that the total orbital angular momentum change by AL =0, +1, withno L =0to L = 1is
relaxed. These and other changes in the selection rules are tabulated in Beyer ez al (1997). A
detailed discussion of the origin of the changes to the selection rules in terms of Racah tensors
can be found in Heckmann and Trabert (1989).

2.7. Some issues on the theoretical foundations

Although the natural periodic table stops at Z = 92, and researchers have only been able to
extend it by another 30% or less so far, it is of interest to consider what happens in principle
at higher Z. In particular, what happens along the hydrogen-like isoelectronic sequence as Z
rises above 137 (the reciprocal of the fine structure constant)? The most precisely tested theory
in all of physics (quantum electrodynamics) predicts that at such high Z, the vacuum of space
will become unstable and undergo a fundamentally new type of phase transition (Greiner et al
1985). One consequence is the spontaneous production of matter. This bizarre scenario is
discussed further in section 4.4 below.

The phase transition at ultra-high Z is due to the existence of negative energy states. The
effect of these states must be considered even at more moderate values of Z. A case in point is
the ‘continuum dissolution’ problem. The Hamiltonian generalization of the Dirac equation to
the case of two or more electrons becomes a problem once the interaction between the electrons
is taken into account. If even a slight interaction term is allowed in the Hamiltonian, it can
be shown that no bound state eigenfunctions exist. This problem is known as the ‘Brown—
Ravenhall disease’, after the authors of the seminal paper entitled ‘on the interaction of two
electrons’ that was published 50 years ago (Brown and Ravenhall 1951). Outside of a full
field-theoretic treatment, the problem has still not gone away, although clever methods of
effectively ignoring it in computations have been devised (Brown 1987). The ad hoc insertion
of projection operators to forbid certain classes of transitions, for example, is one method of
dealing with the problem (Sapirstein 1998). In a review paper on quantum electrodynamical
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Figure 7. Terms in the Zo and 1/ Z expansion. The number of rows and columns extends to infinity
(n, m — o0). Eachbox contains an infinite number of terms in the mass expansion (visualize along
a z-axis extending out of the page). Each of the boxes in this three-dimensional matrix contains a
set of Feynman diagrams. Figure after De Sousa Zacaris (1990).

effects in helium, Douglas and Kroll recount a bit of the history of how, before the work of
Brown and Ravenhall, terms in the leading theoretical formulation (the Breit equation) were
simply discarded in order to obtain agreement with experiments (Douglas and Kroll 1974).

Perhaps the most intriguing issue in the theoretical description of HCIs is the abundance of
infinities that appear in the most rigorous calculations of the energy levels. Methods have been
developed of handling these infinities so they will sum to finite values that, in the end, agree
well with experimental measurements. The question of whether this procedure will continue
to hold up under increasing experimental precision and widening breadth of application, is a
topic of active research.

A more concrete look at the issues mentioned in the previous paragraph reveals several
layers of infinities that can arise in the prediction of energy levels of HCIs. First, in one of
the standard formalisms there is an expansion in the dimensionless parameter Z« (Z times the
fine structure constant) that results in a sum of an infinite number of terms to calculate. For the
realistic case of a finite mass nucleus, each of the terms in this expansion is itself represented
by an infinite sum known as the ‘mass expansion’ (an expansion in the small dimensionless
parameter given by the ratio of the mass of the electron to the mass of the proton). Each of the
terms in the mass expansion is given, in turn, by the sum of one or more (sometimes a great
many) Feynman diagrams, each of which itself can be, and frequently is, infinite in value (until
renormalized). For multi-electron HClIs there is an additional expansion in «, which appears
as an expansion in 1/Z when combined with the Z« expansion. Most current effort is focused
on calculations represented by high-order Feynman diagrams, such as the two-loop binding
correction (Eides and Shelyuto 1995, Pachucki 1994).

A useful way of organizing the Za and the 1/Z expansion for a two-electronionis shown in
figure 7. Here, the first column gives the non-relativistic energy and the first row gives the sum
of one-electron Dirac energies. Each box corresponds to a collection of Feynman diagrams.
The well-known Breit interaction is located in the (2, 2) box marked Z '[Z«]*. There are
serious concerns among theorists about whether the most complete theoretical treatments will
hold up when measurements with increased precision become available at high Z.
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2.8. Interactions with surfaces

The approach of a slow HCI to a surface presents an unusual experimental situation. The
electrostatic pull of the HCI can be so great that it begins removing electrons from the surface
even when it is dozens of atomic diameters away. These electrons are removed from a highly
localized region of the surface, estimated to be on the order of 1-10 nm in diameter (Perez
and Olson 1999). Many of the electrons that are removed swing around the ion and then
travel back to the surface, not necessarily landing back at their point of origin because of
the dynamical evolution of the ion—surface system in the meantime. In addition, some of
the electrons are captured temporarily by the ion and become bound in high-lying Rydberg
levels. This forms a so-called ‘hollow atom’ (Briand ez al 2000, Khemliche et al 1998) in
which most or all of the electrons are in an excited state. Hollow atoms have their electronic
wavefunctions concentrated in a large shell that surrounds a relatively empty central core. The
population of high-lying levels that results in a hollow atom can subsequently decay to lower
levels, giving off either a photon or a secondary electron. Typically, the decay proceeds most
rapidly through interaction with other bound electrons in an Auger process. Through the Auger
decay, the partially neutralized ion automatically reionizes itself, as it continues to approach
the surface. Part of the Auger-emitted electrons are directed back towards the surface in a
diffuse beam, and part are ejected outwards away from the surface where they can be readily
detected. In addition, there may be a great many low-energy electrons that are pulled from the
surface and ejected outwards without undergoing an intermediate capture process by the ion.
In experiments, up to several hundred electrons have been measured to be projected away from
a surface by a single low velocity HCI (Schneider and Briere 1996). The HCI acts, in effect,
like a miniature electron pump to remove a large number of electrons from a nanometre-sized
region of the surface on a time scale that can be in the femtosecond range. The implications
of this novel situation for the field of nanotechnology are discussed in sections 4.6 and 4.10
below.

There have been a number of efforts to develop quantitative models for the interaction of
slow HCIs with surfaces, but these will not be discussed here. Most of the effort has been
focused on predicting the dynamical evolution of the ion, rather than the long-time response
of the surface. References to the former can be found in papers that develop the classical over-
barrier model (Burgdorfer ef al 1991), the extended classical over-barrier model (Ducree et al
1998), density functional theory (Arnau er al 1997), the close-coupling model (Bahrim and
Thumm 2000), and cascade models (Stolterfoht ez al 1999). Some models of surface response
to HCI impact can be found in the references given in the last paragraph of section 4.6.2 below.

3. The production of HCIs

There are many possible ways of producing ionized atoms, some of which are quite exotic.
In muon-induced ionization, for example, a muon is captured by a neutral atom and the atom
responds by ejecting all of its electrons (Bacher ez al 1989). This mechanism can produce
an HCI in less than a femtosecond, and plays an important role in fundamental studies using
exotic atoms (Siems et al 2000). The primary mechanisms for producing HCIs in the natural
universe, however, are photoionization and electron-impact ionization (Giroux and Shapiro
1996). For the sort of precisely controlled laboratory work described in this review, electron-
impact ionization is the primary method used.
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Figure 8. Energy dependence of typical electron-impact ionization (dotted curve) and excitation

(full curve} cross sections for an HCI (see text).

3.1. Electron-impact ionization

In an electron-impact ionization process, electrons with high translational energy collide with
an atom and remove a bound electron. This process continues in subsequent collisions, like the
peeling of an onion, until the ionization energy becomes greater than the available translational

energy. The projectile electron can be either a free electron, or bound to another atom or ion.
Electron-impact ionization proceeds easily for the first few electrons that are removed, but

the process rapidly becomes more difficult as the charge increases. The difficulty is twofold:

the more deeply bound electrons require more energy to remove (ionization cross sections
decrease), and neutralizing collisions with background gas atoms thwart the step-wise progress
towards the desired charge state (charge exchange cross sections increase). In addition, the
effect of the latter is exacerbated by the former because of the increasing time between ionizing

The cross section for electron-impact ionization typically rises gradually from zero at a

collisions.
threshold equal to the ionization energy, and reaches a broad maximum at a factor of 2.5 to

3 above the threshold before falling stowly back towards zero. Figure 8 shows the ionization

cross section for the removal of an electron from Xe** (to produce Xe**). In many cases, the

ionization energy for the next-highest charge state will occur at a lower energy than the peak
of the cross section, however, so the optimum electron energy to maximize the equilibrium

amount of a particular charge state may occur at lower values than the peak of the cross section.
In comparison, the electron impact excitation cross section typically rises abruptly to its peak

value at threshold, before falling back towards zero at higher energies (figure 8). For excitation,
the threshold is equal to the separation between the energy levels.
The magnitudes of the ionization and excitation cross sections for HCIs are typically much
less than the classical elastic scattering cross section for a hydrogen atom (ng ~ 10716 cm?).
When the vertical scale of figure 8 is multiplied by 102! cm?, the ionization cross section

NIST-80



Topical review R109

0.15

0.10 -

Relative Abundance

0.05

0.00 —_— | '
0 20 40 60 80 100

Time [msec]

Figure 9. Time evolution of the charge states of xenon produced by an intense electron beam (see
text).

shown corresponds to that of the Lotz formula (Lotz 1967). The peak value of the cross section
predicted by the Lotz formula occurs at an electron energy equal to a factor of ‘e’ (~ 2.72)
above the ionization energy Iy, and has a value (in cm?) approximately equal to
1.7 x 1071
Omax (E = elp) = 7 )
Iy

for Iy measured in eV. Note that this formula is for a single electron, so the total cross section
for ionization of any one of the N electrons in a given shell (all with approximately the same
Ip) is given by this formula muitiplied by N.

For dipole-allowed transitions, the order of magnitude of the peak of the excitation cross
section can be estimated from the Van Regemorter (1962) formula, knowing only the transition
energy and the oscillator strength. For more than an order of magnitude estimate, a more
accurate computation may be required (Sampson and Zhang 1992). For a 4 keV transition and
an oscillator strength of unity, this formula predicts that the peak of the excitation cross section
would be roughly equal to that of the plotted ionization cross section. Because the peak of the
excitation cross section scales as the inverse square of the transition energy, however, it should
be reduced by a factor of 100 at the 40 keV energy shown in figure 8.

In order to give a feel for how sequential ionization proceeds, figure 9 shows the results of
a numerical simulation which takes into account the dynamic evolution of the adjacent charge
states under the influence of an intense electron beam. In this figure, the electrons are assumed
to have a single energy (8000 eV) and direction, and a current density of 3900 A cm~2. The
physics included in the simulation is based on earlier work (Margolis ef al 1997, Penetrante
et al 1991).

Because the competing effect of ion neutralization by background gas becomes more
severe as the ion charge increases, high vacuum systems are required for the production and
transport of slow HCIs. The scaling of electron capture cross sections with increasing charge
is not simple (Pal’chikov and Shevelko 1995), but for energies typical of the ions produced in
table-top devices, they increase roughly linearly with charge. A more precise rule of thumb
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leads to the following formula (Muller and Salzborn 1977) for the mean free path in metres

of an ion of charge state Q (dimensionless), assuming a typical background gas like nitrogen

(ionization potential ~ 12 eV) at a pressure p measured in hPa (1 hPa ~ 1 Torr),
10——4 % Q—1.17

= ; )

A (8)

For example, this formula predicts that at UHV conditions of p ~ 107! hPa, a Xe*** ion will
have a mean free path A ~ 12 000 m and thus live for 60 s if the relative velocity through the gas
is 200 m s~! (corresponding to a room temperature kinetic energy, %mv2 = kT). Moving ata
more typical speed for an HCI (25 km s~!, after acceleration through a 10 kV potential), this
lifetime is shortened to 0.5 s. The vacuum requirements for HCIs are lessened in high-energy
particle accelerators, because the cross sections decrease rapidly (e.g. ~ v~7) as one goes into
the very high velocity regime (Pal’chikov and Shevelko 1995).

3.2. Overview of laboratory devices

Martinson (1989) has reviewed the types of laboratory sources for HCIs in use prior to
1988. These fall largely into two categories: those that are relatively cheap, yet of limited
ability (sparks, arcs and exploding wires, supplemented by hollow cathode and electrodeless
discharges for the lowest charge states) and those that are very expensive and involve large
national facilities (magnetically confined fusion devices, particle accelerators and multi-joule
terawatt lasers). Fitting into a new class that falls in between these two extremes are the electron
cyclotron resonance (ECR) ion sources (Geller 1996) and electron beam ion sources (EBIS)
(Donets 1998). These two latter types of ion sources can produce rather high charge states,
with a modest investment of resources. The newest source of HCIs to date, the electron beam
ion trap (EBIT) (Levine et al 1988), has evolved out of the EBIS concept and is discussed in
greater detail in a separate section below.

Recent advances in producing femtosecond tabletop lasers have made it possible to easily
produce TW power levels, but the limited pulse length has prevented these lasers from becoming
efficient methods of producing HCIs. Figure 10 shows the charge state distribution obtained
from a 2 TW, 100 fs laser, in comparison to that produced by an EBIT (next section) and an
ion accelerator.

3.3. The electron beam ion trap (EBIT)

The EBIT is a compact and relatively inexpensive device capable of producing and
electromagnetically confining HCIs. A typical EBIT is almost ‘table top’ in size, costs less
than a good electron microscope, and yet can remove most of the electrons from any naturally
occurring atom on the periodic table. A somewhat larger EBIT (about twice the size) has been
used to fully strip even the heaviest naturally occurring element (Marrs et al 1994b). Presently,
there are cryogenic EBITs at Livermore (Marrs et al 1994a), NIST (Gillaspy et al 1995), Oxford
(Silver et al 1994), Tokyo (Kuramoto et al 2000), Berlin (Biedermann et al 1997), Freiburg
(Lopez-Urrutia et al 2000), Frankfurt (Zipfel et al 1998) and (very recently) Berkeley. A
cryogenic EBIT was also built in Russia, but is currently out of service. Smaller ‘warm’
EBITs have been constructed at Livermore, Troitzk (Antsiferov and Movshev 1991), Dresden
(Ovsyannikov et al 2000) and Paris (Khodja and Briand 1997). An additional cryogenic EBIT
is under construction in Shanghai.
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Figure 10. Charge state distribution from (a) a 2 TW, 100 fs laser incident on a tantalum target
(Fournier et al 2000), (b} an ion accelerator producing 3 GeV gold ions (Chandler et @l 1989) and
(c) an EBIT producing uranium ions with 9 keV electron beam (Schneider et al 1991).

3.3.1. Comparison of EBIT to ion accelerators. From the most fundamental point of view,
an EBIT functions as a miniature particle accelerator. In both cases, electric fields produce
high-velocity charged particles which are then directed onto a target to cause collision-induced
ionization. The ions are subsequently confined by magnetic and/or electric fields in an ultrahigh
vacuum chamber. There is a great difference in scale and technical detail, however, between an
EBIT and an ion accelerator. These differences essentially have to do with the relative motion
of the laboratory and centre-of-mass reference frames.
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In the case of an EBIT, the electrons are accelerated and the target atom/ions are at rest in
the laboratory frame of reference. In the case of an ion accelerator, the roles are reversed, and
the electrons are essentially at rest in the laboratory frame while the heavy ions are accelerated.
In practice, the target electrons for the ion accelerator are those bound to atoms in a thin foil of
solid material through which the ions pass. The fraction of the kinetic energy in the laboratory
frame that is available for ionization is determined by the kinetic energy of the two collision
partners in the centre-of-mass frame. For the case of the EBIT, the laboratory frame is already
essentially in the centre-of-mass frame, so the energy fraction is 100%. For the case of the
accelerator, the centre-of-mass frame is moving at near the speed of light through the laboratory
frame, so most of the energy is unused. For a moving ion of mass M the fraction of laboratory
energy available for ionization is given by,

E { M

EyZ£ M+m
where m is the mass of the electron at rest in the laboratory. For gold ions, this fraction is
3 x 1079, so in order to achieve 8 keV of ionization energy, one must accelerate the gold
ions to 3 GeV (about 20% of the speed of light). This requires sophisticated alternating-field
accelerator technology and a facility the size of a large building. In contrast, an EBIT can
accelerate the relatively light electrons to 20% of the speed of light within a few centimetres
using modest electrostatic fields produced by a commercially available voltage source. While
the electron density in an EBIT is much less than the electron density in an ion accelerator
target (beam foil), the interaction time is also much greater and these two factors tend to
balance each other somewhat so that similar distributions of charge states are produced in both
cases. Some examples of the equilibrium charge state distributions produced by an EBIT and
an ion accelerator are shown in figure 10. For many high-precision spectroscopy experiments,
the low velocity of the ions produced by an EBIT is advantageous because it renders Doppler
shifts negligible. In other experiments, however, the high velocities of ions produced by an
accelerator can be used to good advantage, as discussed elsewhere (Beyer and Shevelko 1999).

A storage ring is typically used in conjunction with an ion accelerator in order to capture
the fast ions and recirculate them through an observation region. Such rings use large bending
magnets to essentially form a large ion trap (with a typical circumference of 50 m). In an EBIT,
the ions move much more slowly and can therefore be confined with a more modest effort.
In fact, the electron beam that produces the ions in an EBIT, also generates a strong electric
field which itself can be used to trap the ions in the radial direction. In effect, the electron
accelerator that produces the ions is located inside the trap itself, so no additional effort is
required to load the trap. Two small electrostatic mirrors separated by a few cm serve to reflect
the ions back and forth along the axis of the electron beam, forming a ‘hall of mirrors’ that
effectively extends the trap length to infinity as seen from the ion’s point of view. While the
EBIT trap is thus something like a ring with infinite radius, in reality the ions are all localized
in a small physical region of space in the laboratory. This makes it relatively efficient to collect
light from the ions in order to study their structure and behaviour using standard spectroscopic
techniques.

&)

3.3.2. EBIT details. Some of the technical details of an actual EBIT are shown in figure 11.
The design and operation of the device have been described in detail elsewhere (Gillaspy 1997,
Levine et al 1988), so only a rough overview will be sketched below. An interactive online
tutorial is available on the web!. The most thorough description to date of the physics and
technology that underlies an EBIT has been given by Currell (2001).

1 http://physics.nist.gov/MajResFac/EBIT/main.html
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Electron Collector

Fluorescence from trapped ions.

Figure 11. Upper, photograph of the electron beam ion trap at NIST, shown next to a cross sectional
schematic (approximately 1 m in height). The photograph is reduced by a factor of two in order to
show the ion extraction apparatus on top of the EBIT. Lower, detail of the drift tubes shown next
to an enlarged image of the cloud of trapped ions (ion cloud approximately 200 um wide). ‘

There are three primary subsections of an EBIT: (a) an electron gun to produce the beam;
(b) a drift tube assembly to accelerate the beam to a specified energy; and (c) an electron
collector to serve as a beam dump. In the EBIT shown in figure 11, the electron gun is a
small unit, approximately 1 cm in diameter by 2 cm in length, with a 3 mm diameter cathode
that produces about 150 mA of current. Although the original EBIT device was built with
the electron gun permanently grounded, the one shown in figure 11 is mounted on a ‘floating’
(electrically isolated) high-voltage platform inside the main UHV vacuum chamber so that the
electron gun ground lines can be operated at negative high voltage relative to the laboratory.
This configuration makes it possible to provide a boost in the available beam energy, beyond
the high voltage capability of the drift tube assembly described below. This is the principle
that operates on a larger scale in the so-called ‘super-EBIT’ device to produce bare uranium
ions (Marrs et al 1994b). In the super-EBIT, the electron gun rests on a large high-voltage
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platform that is itself as large as an ordinary EBIT.

The primary magnetic field in the EBIT is a 3 T superconducting Helmholtz pair that is
centred on the drift tubes. In the super-EBIT in Japan (Kuramoto et al 2000) this magnetic field
is increased to 4.5 T. The magnetic field serves to compress the electron beam to a high density,
approximately 4000 A cm~2 (Marrs ef al 1994a) in the case shown. In addition, there is a
smaller electromagnet built into the electron collector that runs at liquid nitrogen temperature,
and another electromagnet in the electron gun region that runs at about 100 K above room
temperature. The magnet surrounding the electron gun is used to cancel the stray field from
the superconducting magnet, and then adjust the value of the small but finite residual magnetic
field that is necessary at the cathode in order to efficiently couple the beam into the drift tube
assembly without magnetic mirroring (Takacs et al 1996). High permeability metal in the
electron gun region shapes the net field appropriately. Detail about the general design problem
of coupling an electron beam into a strong magnetic field can be found in Becker (1995).

The drift tubes are cooled by thermal contact with a superconducting magnet assembly
that is filled with liquid helium (7 = 4.2 K). Although generally the Wiedemann-Franz law
links thermal and electrical conductivity, the choice of a suitably anomalous material (sapphire)
allows good cooling and electrical isolation to be obtained simultaneously. The drift tubes are
operated at 1-35 kV without any detected leakage current (< 10 pA).

The outer portion of the drift tube assembly is a large shield electrode that is specially
shaped to reduce electrical breakdown to ground. Inside the shield there are three smaller
electrodes which operate at differential voltages of up to 500 V from the shield voltage. These
three electrodes form a variant of a cylindrical Penning trap (Gosh 1995). Raising the upper
and lower electrode voltages with respect to the centre electrode forms a potential well that
traps the ions in the axial direction. The electron beam is threaded through the central axis of
the three inner drift tubes and produces an electric field that strongly supplements the radial
magnetic trapping. The electron beam also provides a significant axial trapping potential
because the centre and end drift tubes have different radii and therefore different amounts of
surface charge induced by the space charge of the electron beam (or, equivalently, different
locations of the virtual image charge). Because of the space charge and image charges, the
electron beam energy at the trap centre is offset from that naively determined by the voltage
placed on the drift tubes. In addition, the beam energy varies somewhat as a function of
radius. These issues are discussed in more detail elsewhere (Currell 2001, Porto et al 2000a).
Finally, the electron beam also provides the critical function of ionizing the atoms in the trap,
and exciting them to electronic energy levels above the ground state in order to make them
fluoresce.

In contrast to a conventional plasma which has a broad electron velocity distribution,
the EBIT beam is closer to that of a delta-function (figure 12) and is directed along a well
defined axis. This is extremely useful for sorting out differential cross sections for fundamental
processes such as electron-impact ionization, excitation, and recombination. The energy of the
electron beam can also be rapidly swept back and forth through a pattern that will synthesize
an arbitrary electron distribution function (Savin et af 2000).

The electron collector functions by providing a retarding field that partially slows down
the electrons and a magnet that spreads out the beam and allows it to be deposited over a large
surface area that is cooled with liquid nitrogen. This action occurs inside a cylinder with end
electrodes (essentially, an electron trap) to suppress the emission of secondary electrons.

All of the EBIT electrodes and magnets are annular about the primary electron beam axis
so it is possible to look down from the top of the system and see the ions in the trap and,
beyond it, the glow of the heated electron gun cathode. This configuration makes it possible to
eject ions out of the top of the trap and direct them onto surfaces or inject them into secondary
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Figure 12. Electron beam velocity distribution in an EBIT compared with a Maxwell-Boltzmann
distribution (non-relativistic). The temperature of the distribution and the peak of the beam velocity
correspond to 8 keV. In order to make it visible on the plot, the beam width has been expanded by
an order of magnitude (500 eV shown, 50 eV available in EBIT).

traps. A high efficiency ion beamline equipped with electrostatic and magnetic beam control
components has been constructed to transport the ions to various other experiments in the
laboratory; this system is of comparable complexity to the EBIT itself and is described in
detail elsewhere (Pikin et al 1996, Ratliff et al 1997).

4. Applications

4.1. Atomic reference data

The most immediate application for HCIs is as a testbed for our understanding of the electronic
structure of matter. Most of the atomic ‘data’ that are tabulated for use as input reference
data for the development of new technologies are generated by calculations, not measured in
experiments. Instead, benchmark experiments measure a sampling of representative cases in
order to test and improve the underlying theory, upon which most of the reference data are
then computed. This underscores the practical importance of having a highly robust underlying
theory that can be applied with high confidence to a wide range of individual cases as the need
arises.

As discussed in section 2 above, HCIs allow us to produce a subclass of atoms in which the
basic physical parameters take on extreme values. Large deviations from model predictions
that occur at these extreme values give clues to the nature of the deficiencies in our models and
allow us to improve them in fundamental ways. This sort of quantum mechanical ‘shake test’
can be extremely important in the development of robust theories of atomic structure that will
hold up to a high degree of confidence within the more limited realm of ordinary experience.
As noted by Martinson and Curtis (1989), one can obtain a better understanding of neutral
atoms by studying HClIs.
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4.2. Cosmic chronometers

In the process of testing theories of ordinary matter under extreme conditions on Earth, one also
obtains information that is relevant to a broader understanding of the cosmos. An interesting
example is the effect of bound-state beta decay in the ‘cosmic chronometer’ provided by
rhenium-187 (Bosch 1999). The time span of nucleosynthesis in our galaxy can be determined
by the concentrations of decay products of rhenium-187 in meteorites. In the neutral charge
state, rthenium has a half-life of 42 x 10° yr. During the course of the evolution of the galaxy,
however, rhenium can spend a significant fraction of its life in a highly ionized state. Recent
laboratory experiments at the GSI facility in Germany (Bosch et al 1996) have proven that
the half-life of highly ionized rhenium is nine orders of magnitude shorter than that of the
neutral state (33 yr, rather than 42 x 10° yr). The physical mechanism underlying the lifetime
shortening is that beta decay can proceed more rapidly if the emitted electron does not escape
the ion but is instead captured into an open electronic shell. If the open-shell is very deep, as
it is in an HCI, the amount of work saved by not having to lift the electron out of the potential
well is considerable.

The rhenium cosmic chronometer is presently being ‘reset’ to include the accurately
measured value for the lifetime shortening due to the bound-state beta decay effect described
above. Prior to the measurements, the nine orders of magnitude correction was applied using
theoretical estimates. It can now be seen that these estimates were off by about a factor of
two. Preliminary results for the rhenium clock recalibration reduce the estimated age of the
universe by 10° yr. The implications, not only for cosmic geneology but also for shedding
light on the future fate of our universe and the value of Einstein’s cosmological constant, are
discussed by Bosch (1999).

4.3. X-ray astrophysics

A new era in deep space astrophysics began in 1999 when two x-ray observatories of
unprecedented size and capability were launched into orbit: NASA’s Chandra and the European
Space Agency’s XMM. Although previous x-ray missions had determined that the universe
was rich in x-ray emission, they lacked the spectral and spatial resolution to clearly make out
the details. The striking clarity of the data now arriving from the new x-ray observatories are
the astrophysical equivalent of going from legally blind to 20-20 vision. Spectroscopically, it
is reminiscent of the beginning of atomic physics in the early part of the 20th century when
the richness of optical spectra from atoms on Earth was first being observed.

The x-ray data from Chandra and XMM contain a wealth of information about violent
astrophysical processes that occur, for example, when stars explode, galaxies collide and
matter falls into black holes. Radiation from the highly ionized matter that is produced in
these circumstances has a complex spectral signature that challenges our understanding of the
atomic physics and collision dynamics of HCIs. Because the Earth’s atmosphere is opaque to
x-ray radiation, and because HCIs do not occur naturally on Earth, devices like the EBIT are
valuable testbeds for developing both the x-ray telescope hardware itself (Silver et al 2000b)
and the theoretical models that will be used to interpret the telescope observations (Gu et al
1999, Laming et al 2000, Silver et al 2000a). Indeed, with temperatures around 10 000 000 K,
the ions produced and confined inside an EBIT rival the hottest and most reactive plasmas in
the universe.
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4.4. The structure of the vacuum

The idea that even an ideal vacuum is not just empty space has a long history. Descartes
expressed this idea by saying ‘It is contrary to reason to say that there is a vacuum or a space in
which there is absolutely nothing’. With the advent of quantum electrodynamics, well defined
ways of subjecting the vacuum to quantitative physical experiments became possible. Perhaps
the most remarkable aspect of the vacuum as described by quantum electrodynamics is that in
the presence of a sufficiently strong electrostatic field, it is capable of generating real particles
spontaneously. In effect, beyond a critical value, an electric field causes the ‘normal’ vacuum
of ordinary experience to become unstable. This instability causes the vacuum to ‘decay’
in about 107! s (Greiner et al 1985) through a phase transition from a neutral to a charged
state. The charged state is manifested by the spontaneous generation of positron—electron
pairs. The Pauli exclusion principle stabilizes this emission and limits the number of emitted
particles to a well defined finite value. An instructive gedanken experiment is presented by
Greiner et al (1985) to give some physical insight as to what this means: imagine a box in
which all particles are pumped out except for a bare HCI that is the source of a supercritical
nuclear field. Within 10~'? s, two positrons and two electrons will spontaneously be generated
out of the vacuum, the electrons will bind to the nuclear field, and the positrons are pumped
out. The electronic cloud of the new HCI is the new charged vacuum, which is stable. If
the two bound electrons are removed, the vacuum will emit two additional electrons (and
two positrons) to re-establish the situation. In effect, nature begins generating a neutralizing
stream of electrons spontaneously to prevent us from producing even higher charged ions.
The supercritical fields at which this phase transition is predicted to occur can be generated in
highly charged ions around Z > 1/o = 137. The results of including the effect of the finite
size of the nucleus shifts the onset of the transition to Z > 173 (the permutation of the last two
digits is coincidental). It was previously thought that such a phase transition had already been
observed in high-energy collisions of two heavy ions (temporarily forming a single superheavy
nucleus) but it is now generally agreed that no experiments so far have achieved the necessary
conditions long enough for the vacuum to decay (Schafer 1996). The study of highly charged
ions with Z < 92 is a stepping stone on the way to this holy grail. Subcritical field effects such
as wavelength shifts (Beiersdorfer er al 1998, Bosselmann et al 1999, Chantler er al 2000,
Mohr et al 1998, Stohiker er al 2000) and changes in the g-factor (Haffner ez al 2000) are
subjects of active investigation presently.

4.5. Solar physics and the Earth—Sun connection

One of the first applications of the concept of an HCI in astronomy was to solve a longstanding
problem summarized in the title of an article published in 1939 in the French journal Scientia:
‘A great enigma in current astronomical spectroscopy: the spectrum of emission lines in the
solar corona’ (Swings 1939). In this paper, the author describes the struggle to explain dozens
of unidentified emission lines observed during a solar eclipse. After essentially ruling out
the speculations contained in 15 other papers, he essentially gave up and concluded that the
problem was a grand enigma. Fawcett describes how Edlen resolved this enigma by identifying
the lines as forbidden transitions in HCIs, calling it ‘perhaps the finest research in the annals
of atomic spectroscopy’ (Fawcett 1981). The application of the spectra of HCIs to resolve
many other problems in solar physics has continued through the years, and to date remains an
important aspect of this field.

Currently, there is considerable interest in understanding and predicting certain aspects
of solar flares because of the adverse effects they can have on earth. Powerful solar flares can

NIST-89



R118 Topical review

destroy the sensitive instruments in earth satellites if they are not powered down in advance. In
May of 1998, it was reported that a solar flare permanently disabled a $165 million satellite used
by 45 million pagers in the US. Although optical observations of the Sun often provide hours
of advance warning, sometimes the particles race towards the Earth at half the speed of light,
allowing only a few minutes of warning. Even more disruptive than total destruction, perhaps,
are transient problems that solar fiares can inflict on commercial and military satellite behaviour.
Energetic particles from flares can produce streaks of light in star-tracking navigation detectors,
and make them point in improper and unstable directions (disrupting navigation) or change
the electronic memory content and trigger unintended commands to be executed by onboard
computer systems.

Even more challenging than protecting satellites is the problem of protecting humans in
space. During a solar flare, astronauts can be exposed to lethal doses of radiation, and airline
passengers and crews of commercial jets flying at high latitudes can be subject to significantly
elevated doses (equivalent to dozens of chest x-rays per flight).

Finally, solar storms can disrupt the upper atmosphere of the Earth to such an extent
that high-frequency radio transmission is blacked out. In addition, associated changes in the
Earth’s magnetic field can be inductively picked up by transcontinental power grids and lead
to electrical blackouts. On March 13, 1989, for example, the entire Hydro Quebec system,
which serves more than 6 million customers, was blacked out for a sustained period of time,
and most of the neighbouring systems in the United States came close to experiencing the same
sort of outage. The National Oceanic and Atmospheric Administration of the US Department
of Commerce routinely issues online space weather alerts, warnings, and forecasts because of
their potential impact on Earth?.

The spectroscopy of HCIs plays an important role in research directed towards
understanding solar flares, and in providing real-time diagnostics to predict their influence
on Earth (Drake et al 1999, Laming et al 2000).

4.6. Microelectronics and nanotechnology

The microelectronics industry continues to be a major driver for the development of new
techniques in the area of nanotechnology. Because ion beams are widely used in the
fabrication of microelectronic devices, this area is a natural one to benefit from the unique
characteristics of HCIs. Of particular interest are slow HCls that can be produced with small
and inexpensive devices. In the US, research to explore these applications began around
1992 (Schmieder and Bastasz 1993), and has been carried out recently at university and
government laboratories that make up the Research Association for Multiply-Charged Ion—
Surface Interaction Studies®: Lawrence Livermore National Laboratory (Schenkel ez al 1999b),
Oak Ridge National Laboratory (Meyer and Morozov 1999), National Insitute of Stanards
and Technology (Gillaspy et al 1998), J] R McDonald Laboratory at Kansas State University
(Bahrim and Thumm 2000, Parks er al 1998), University of Florida (Cheng and Gillaspy
1997) and Cornell (Beebe and Kostroun 1992). In Europe, research in this area has been
carried out largely within the Human Capital and Mobility Network of the European Union
(Arnau et al 1997). A number of US and international patents have been issued* and small

2 http://www.sec.noaa.gov/

3 http://www.phys.ksu.edu/area/jrm/ramcisis.html

4 US patents: 5327475 (Ruxam Inc., 1994; lithography), 5 625 195 (France Telecom, 1997; implantation), 5 849 093
(1998; cleaning and smoothing). French patents: 2757 881 and 2764 110 (Universite Pierre et Marie Curie, 1998 and
1999; etching, cleaning, and nanomanufacturing), 2 793 264 (X-ion, 2001; cleaning and microfabrication). Japanese
patents: 9 199 457 (Hitachi, 1997; cleaning), 8 213 363 (Hitachi, 1996; lithography), 7 280 755 (Hitachi, 1995; electron
spectroscopy) 7 230985 and 6 326 060 (Hitachi, 1995 and 1994; etching). See also, French patent application 2 800477
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companies have been formed in France (Borsoni et al 2000), the US and the UK specifically
to explore the possible commercialization of the new HCI-based technology. Some larger
existing companies in the US and Japan (Itabashi er al 1995, Mochiji et al 1994, 1996) are
also exploring the possibilities to a more limited degree. In the subsections below, several
applications for HCIs produced with small sources are discussed in more detail. Reviews of
related applications using very fast ions produced with large devices such as ion accelerators
have been published previously in a special issue of the MRS Bulletin (Fischer and Metzger
2000), in books (Fleischer 1998) and in review articles (Fischer and Spohr 1983).

4.6.1. Ion implantation. The most common use of ion beams in microelectronics
manufacturing today is ion implantation, a process in which high velocity ion beams are injected
into materials. The ions are typically accelerated to a well defined velocity by traversing an
electrostatic potential formed by high-voltage power supplies. One of the industry trends is to
produce ions beams with higher velocities, but eventually the size and cost of the accelerating
structures and power supplies becomes prohibitive. By using an HCI of the same species
instead, one can obtain a Q-times higher ion energy with the same voltage. For example,
Xe*** is routinely produced using high voltages of only 8 kV, but when the ion is accelerated
through the same 8 kV potential, it reaches an energy of over 350 keV. The advantages in cost,
size and safety can be huge, even for relatively modest Q. The development of ion implanters
that use multiply charged ions have already been built and reported in the literature by several
industry laboratories (Amemiya et al 1998, Horsky 1998, Matsuda and Tanjyo 1996). These
researchers used selected ions in the range from Z = 5 to Z = 33.

4.6.2. Ion lithography. The key step in microelectronics fabrication is lithography, an area
dominated by optical techniques. Diffraction is currently limiting decreasing feature size,
so making a shift to particle beam methods where diffraction is reduced by many orders of
magnitude is being considered. Electron beams can be focused to very small spots, but because
of their relatively small mass, they scatter through large angles when they enter solid materials
(much like ping-pong balls scattering off a bowling ball). This scattering results in features
that are much larger than the electron beam spot size. The heavier mass of ions makes them
preferable, in this regard, to electron beams. Focused ion beam (FIB) systems have been
used to produce 8 nm features (Kubena et a/ 1991). FIBs are commercially available, but
their throughput for lithographic applications is low. High-throughput systems in which large-
diameter beams are projected through a stencil mask to produce 50 nm resolution features
are in the development stage. The economic and technical advantages of such ion projection
lithography systems have been reviewed recently (Berry 1998, Kaesmaier and Loschner 2000,
Kaesmaier ef al 1999).

Beam focusing and rastering can be effectively applied to high-Z and/or high-Q ions as
well, as demonstrated in figure 13 (Fischer and Metzger 2000). Unfortunately, high-throughput
methods using masks cannot be effectively used with fast ion beams because of problems with
required mask thickness and edge scattering (Fischer and Metzger 2000). Both of these
problems can be avoided, however, by using the potential energy carried by slow HCIs to
pattern surfaces. The mask need only be a small fraction of a micrometre thick to stop the
sort of HCIs produced by an EBIT, for example. Furthermore, the electrons captured by an
HCI during edge scattering will tend to neutralize it, thereby ‘turning off” its ability to use the
potential energy to modify subsequent surfaces it hits.

(X-ion, 2001; lithography and reticle) and associated Australian and world patent applicati(‘)ns. See also footnotes 5
and 8 below.
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Figure 13. A pointillist portrait of William Helmholtz, painted with high-velocity krypton ions.
Each dot is formed by the impact of an individual ion. The width of the head is approximately
250 pm, about twice the width of a human hair. Figure courtesy of B Fischer (Fischer and Metzger
2000).

Masked ion beam lithography using HCIs was first demonstrated in 1998 (Gillaspy et al
1998), but many open questions remain to be studied before its potential value can be accurately
assessed. In special cases, such as thin-film or shallow-junction applications in which uniform
features with circular cross sections in the 1-100 nm range are required, HCIs might be put
to use immediately (see section 4.10 below, for example). Atomic force microscope images
of a lithographic resist material (PMMA) exposed to Xe** ions show that single HCIs can
produce 24 nm wide dots with essentially 100% efficiency (Gillaspy et al 1998). Studies
on an aluminosilicate compound (mica) have shown that features of a similar size can be
produced, and that the dot size can be varied by adjusting the ion charge state up or down
(Parks et al 1998). Figure 14 shows a pattern produced on a silicon wafer using HCIs and a
sensitive ultra-thin self-assembled monolayer resist (Ratliff et al 1999). Taking into account
the measured sensitivity of this resist to the HCIs and the currently available beam fluence
(up to 3 x 10° Xe**/s), the portion of the pattern shown in figure 14 should require about
1 min to produce. Next-generation EBIT-type HCI sources are being designed to improve on
this by several orders of magnitude (Marrs 1999). One commercial organization is currently
using HCIs from a high-fluence ECR ion source to produce silicon oxide nanodots for potential
application in high-density memory devices (Borsoni et al 2000).

The features produced on surfaces by conventional ions seem to be rather different from
those produced by HCIs. This is reasonable given that the physical mechanisms appear to
be quite different. In the case of HCIs, a tremendous amount of potential energy seems to
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Figure 14. An array of 10 um gold squares patterned on a silicon wafer using Xe*** ions, viewed
in wide-angle with a light microscope. Close-up images taken with an electron microsope have
been published elsewhere (Ratliff ez al 1999).

be deposited in the first few atomic layers near the surface, and the kinetic energy seems to
be largely irrelevant. Studies in mica in which the kinetic energy of the HCIs was varied by
several orders of magnitude showed no significant change in the surface features, while varying
the potential energy caused the dots to shrink in size and vanish into the detection limit. The
physical picture that is emerging suggests that individual HCIs can produce fundamentally
uniform nanoscale structures even in the limit that the ion energy is reduced towards zero.
This may have important implications for lithographic patterning of shallow-junction devices,
and other cases in which deep ion damage to the underlying substrate must be avoided.

Modelling the permanent changes caused to a surface by an HCI is still at a primitive
stage of development. While considerable work has been carried out by atomic physicists to
model the neutralization of the ion during its approach to the surface (see section 2.8), this
work has stopped short of attempting to predict the response (dynamic motion) of the atoms
which make up the surface. An initial step in the latter direction has been made by using
a supercomputer to compute the motion of over 34 000 atoms surrounding a locally charged
region of a surface which is assumed to be produced by a single incident HCI. Colour-coded
atomic scale images of this molecular dynamics simulation, showing with sub-femtosecond
time resolution the production of 10 nm diameter craters over the course of 10 s to 100 s of
femtoseconds, are published elsewhere (Cheng and Gillaspy 1997). Subsequent refinement
of the simulation (Hedstrom and Cheng 2000), including charge flow, confirms the basic
predictions of the earlier work. These simulations suggest that the cratering of the surface
should be absent in materials that have a very rapid electronic response (metals, for example).
The possibility of exploiting this material-specific response to develop a novel type of method
of surface patterning is being explored commercially (LeRoux et al 2000).

4.6.3. Ion microprobes. 'The most developed technological application for HCIs at present
is in the area of surface microprobes. The possibility of using HCIs to upgrade conventional
secondary ion mass spectrometry (SIMS) probes was discussed in 1993 through a Cooperative
Research and Development Agreement between the Advanced Lithography Group and the
National Institute of Standards and Technology. Independent work at the Lawrence Livermore
National Laboratory demonstrated the feasibility and advantages of this method through
laboratory experiments (Hamza et al 1999, Schenkel et al 1999a, b, 1998, Schenkel 2000).
In addition, several patents have been issued to companies and universities in Japan® and an
established US surface analysis company has become involved in developing this application®.

5 US patents: 5714757 (Hitachi 1998; SIMS), 5528 034 (University of Tokyo 1996; SIMS), Japanese patents:
8166 362 (Hitachi 1995; SIMS).

6 Charles Evans and Associates, Sunnyvale CA; research supported in part by NIST SBIR contract
http://www.rdc.noaa.gov/~amd/abstracts1999.pdf (identification of this company name is not intended to imply
recommendation or endorsement by the National Institute of Standards and Technology of any product or service).
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An alternative development in the general area of ion-based microprobes involves the use
of HCIs to power a projection x-ray microscope (Marrs et al 1998). In an initial test of this
idea, bare and hydrogen-like argon ions from the Livermore EBIT were focused onto a 20 um
spot, where they produced a point source of 3 keV x-rays that was used to image a nickel wire
mesh. See also the last paragraph of section 4.9 below for possible medical applications of
this type of imaging device.

It has been proposed that a next-generation EBIT with relatively modest upgrades (Marrs
1999) will result in an HCI-based microscope with x-ray fluxes equal to that used for scanning
x-ray microscopy at the National Synchrotron Light Source and the Cornell High Energy
Synchrotron Light Source. The ultimate resolution of an HCI-based x-ray microscope remains
to be determined, but the possibility of localizing the truly point-source x-ray emission from
individual ion impacts using secondary charged particle imaging correlated with spatially
sensitive x-ray detection is a tantalizing possibility (Bruch et al 1998).

4.7. Quantum computing

Recently, a great deal of attention has been devoted to the possibility of creating a new type of
computer that is based on the non-intuitive aspects of quantum mechanics that are not contained
in the laws of classical physics (Sackett ez al 2000). Quantum computing can be highly efficient
because it relies on the parallel evolution of multicomponent wavefunctions. Reading out the
results of the computation, however, requires a measurement which collapses the wavefunction
and leads to a fundamental loss of information during that particular computation cycle. There
are a few highly specialized computations, however, for which a major gain in efficiency
over conventional computers can, in principle, be realized. Because one of these specialized
applications is of critical importance for national security (decrypting encoded messages) a
large amount of effort has been directed toward the long-range goal of realizing a quantum
computer in a variety of physical systems. One of the most advanced schemes for quantum
computing uses trapped ions (Sackett et al 2000). In all of the work done to date, the ions have
been singly charged. Some advantages of using highly charged ions have been outlined in the
literature previously (Gruber et al 2000, 2001, Wineland et al 1998). It is unclear, at present,
whether the value of the improvements would outweigh the added difficulty of using highly
charged ions. It appears that no direct experimental activity in the area of quantum computing
with highly charged ions has been pursued to date.

4.8. Energy technology: fusion

Harnessing the mechanism of energy production used by the Sun, nuclear fusion, has been
an active area of research for several decades. The power generated by experimental fusion
reactors has increased steadily during the past 20 years, increasing at a rate that exceeds the
more well known progress in the semiconductor industry (Moore’s law). Today, conditions
are close to those necessary for a commercial fusion power plant, so part of the scientific effort
is shifting towards engineering design issues.

HCIs may play an important role as a diagnostic tool for monitoring the conditions inside
fusion plasmas. Although x-ray spectral lines are often used in these diagnostics, optical
lines have significant advantages over them (Denne and Hinnov 1987). Working together with
scientists from the Princeton Plasma Physics Laboratory, the NIST EBIT group has explored
the possible use of visible light emitted by highly charged titanium-like ions as a monitor of
the temperature (Doppler width) and magnetic field (Zeeman shifts) inside a hot plasma (Adler
et al 1995). In particular, the J = 2 to J = 3 fine structure transitions within the ground term
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of these ions seems particularly promising because they appear to violate the usual photon
energy scaling laws (see section 2.3.3 above). This allows one to keep the spectral emission
in the visible and near-UV for a wide range of plasma temperatures (Feldman et a/ 1991,
Porto ez al 2000b). More conventional optical diagnostic lines are rather narrowly tailored to
specific temperatures and rapidly fade out as the temperature is varied. When this happens on
the titanium-like sequence, the signal can be regained by shifting to one higher or lower value
of Z in the diagnostic species.

One of the advantages of using optical lines in place of x-ray lines for fusion diagnostics
is that the associated measurement technology is much more developed in the optical regime.
Fibre optics can be used, for example, to efficiently collect photons and direct them into
remotely located measuring instruments, thereby removing the need to conduct experiments
near the high-radiation core of areactor vessel. In addition, the relatively narrow natural widths
make optical lines preferable to x-ray lines for precise determination of the temperature and
the magnetic field.

Table-top ion traps are useful devices for carrying out spectroscopic research in support
of the fusion work that takes place at large national plasma facilities, but could the little traps
be used themselves to obtain fusion conditions? The reactivity per unit volume would seem
to be too low, but a method of boosting the density considerably and actually overcoming the
Brillouin limit has been seriously discussed in the literature (Barnes er al 1993). Recently,
experimental data from a table-top trap have been presented which suggest that the Brillouin
limit has been exceeded by one order of magnitude (Zhuang et al 2000).

4.9. Medicine

The results of many research studies indicate that ion beams are a particularly effective method
of treating cancer and other tumours of the body. One of the main reasons is that high doses
can be delivered to the tumour with relatively little damage to surrounding healthy tissue. The
physical basis for this is clear:

(a) ion beams can be precisely directed at the tumor target;
(b) the ion beam energy can be precisely adjusted to come to rest inside the tumor target; and

(c) the deposition of kinetic energy of an ion peaks dramatically near the end of its trajectory
(figure 15).

The last two factors, in particular, make it possible to deliver more dose to the tumour with
fewer side effects than is possible using conventional radiation treatments, thereby improving
the clinical outcome.

The first treatment of patients with ion beams took place in 1954, in a physics research
laboratory in Berkeley. From that time until the Bevalac accelerator was shut down in 1992,
approximately 2000 patients were treated at this location. Over 8000 additional patients have
been treated at the Harvard Cyclotron Laboratory, since 1961. Based on these and several other
research programmes, the first hospital-based ion beam treatment facility was constructed in
1990 in Loma Linda, California. This facility was designed to treat over 1000 patients per year,
using proton beams. As an outgrowth of the Harvard programme, the Massachusetts General
Hospital recently opened a new proton-beam therapy centre that is also designed to treat about
1000 patients per year. Over a dozen other ion beam treatment facilities, mainly operating at
existing physics research facilities, are in operation around the world. To date, over 30 000
patients worldwide had been treated with ion beams, most of them protons. Reviews and
references to these and other developments, as well as lists of new ion therapy facilities under
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Figure 15. Relative dose of energy deposited at various depths in human tissue by nitrogen ions
with an initial velocity of 66% of the speed of light (310 MeV u™1). Figure after Kraft et al (1991).

construction can be found in the literature (Chu ez al 1993, Kraft 2000, Miller 1995) or online
from the Proton Therapy Cooperative Group’.

Although most of the past experience is with proton beams, there are clinical advantages
to using higher-Z ion beams instead. A limited amount of heavy-ion beam therapy has already
been carried out at a number of facilities, with very promising results. The first dedicated
treatment facility to use heavy ions was recently constructed in Chiba, Japan; they have
already treated over 700 patients. Construction of new facilities for ion therapy is being
pursued particularly vigorously in Japan where cancer is the leading cause of death (Soga
2000).

The GSI facility in Germany has been treating a small number of patients with heavy
ions since 1997 (Scholz 2000, Stelzer 1998). A precise beam positioning and energy control
system has been developed there in order to more accurately deposit the ion energy into the
tumor volume and minimize the damage to healthy surrounding tissue. The effectiveness of
the GSI work was apparent from the outcome of the first patient treated at the facility. This
patient had a very large brain tumor and a poor prognosis. After treatment, the tumor fully
disappeared and the side effects were minimal. In a recent report on the clinical outcome of
23 patients treated at GSI through September of 1999 (Debus et al 2000), the local tumour
control rate (full remission and non-recurrence at the treated tumor site) was 94% at 1 yr after
treatment. Over 70 patients have now been treated at this location.

Currently, limiting factors in the more widespread application of high-Z ion therapy for
tumours is cost and available technical expertise. Research into more efficient and inexpensive
ways of producing the necessary ion beams is needed. HCIs have an important role to play

7 http://neurosurgery.mgh.harvard.edwhcl/ptles.htm
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in this. In Frankfurt, for example, work is underway to produce a ‘MEDEBIS’ (a medical
electron beam ion source) for this purpose (Kester et al 1996, 1997).

Although high-Z ions for medical therapy are produced in ultra-high vacuum conditions,
they are eventually delivered to the patient by passing through a thin metal window and a
considerable column of air, both of which influence the charge state. For high velocities the
ions can maintain a high charge state, or even increase it, while travelling through the air
because of the stripping effect of the energetic ion—atom collisions (Betz 1972).

In addition to the applications of HCIs for cancer therapy, there are also possible
applications for their use in medical imaging. In particular, the areas of breast cancer
(mammography) and heart disease (coronary angiography) have been targeted in a recent
patent® for the HCI-powered x-ray microscope mentioned in section 4.6.3 above.

4.10. Biotechnology

The crossroads of nanotechnology and biology is becoming a fruitful area of interdisciplinary
research. A fundamental length scale for this research is the distance spanned by a single helical
turn of a DNA molecule: 3.4 nm. This length scale is large compared with the atomic scale,
yet small compared with current microfabrication technology. Leaders in the biotechnology
industry have predicted that genomic sciences will benefit greatly from the development of
new methods of manipulating matter on these nanometre-length scales (Haseltine 2000).

Protein sequencing is an area of biotechnology that is in need of better tools to fragment
large molecules into smaller units. Preliminary experiments involving the use of beams of
HCIs for DNA fragmentation have been carried out by C Ruehlicke using the EBITs and
atomic force microscope facilities at NIST (Ruehlicke et al 1997) and Livermore (Ruehlicke
et al 1998).

There is a large demand from the biosciences community for new analysis methods. Mass
spectrometry is an established technique that is widely used, but there are significant limitations
associated with the difficulty in producing gaseous ions of organic molecules. Shock-wave
desorption using fast atomic ion beams (Daya et al 1997, Johnson and Sundqvist 1992, Reimann
1995) or slow HCIs may be a method of overcoming some of these limitations. Preliminary
observations of HCI-induced desorption of the amino acid L-valine have been presented in
figure 11 of chapter 17 of Gillaspy (2001).

The production of artificial supported membranes for use in biotechnology experiments
is an active area of research (Plant 1999). One of the key steps is to produce uniform holes
(pores) in the support for the insertion of membrane proteins. The diameters of these holes
are on the order of 10 nm and smaller. At NIST, researchers in the Atomic Physics Division
and the Biotechnology Division have been collaborating on some preliminary experiments to
assess the feasibility of using HCIs to produce these small holes in thin materials.

5. Conclusion

The field of HCT research has developed considerably in the past decade. The motivation for
much of this work derives from the scaling rules summarized in table 1. These rules reflect
the fact that as the ion charge is increased, some phenomena are dramatically enhanced while
others are reduced. Some numerical values to set the absolute scale of a few of the scaling
rules are given in table 2.

8 US patent 6 115 452 (Regents of the University of California 2000; imaging).
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Table 1. Summary of scaling rules for various physical processes discussed in this paper. See text

for definitions of terms and notes on range of applicability.

Bohr radius

Electron density at nucleus, neutral atom
Electron density at nucleus, HCI
Parity-violation, HCI

Kinetic energy of HCI accelerated through an electrostatic potential

Minimum impact kinetic energy under image acceleration
Tonization energy (/)

Photon energy, Ar = 1 transitions

Photon energy, An = 0 (fine structure) transitions
Orbital angular momentum of electron

Orbital velocity of 1S electron in hydrogen-like ion
Zeeman shift

Zeeman shift, relativistic correction factor

Stark shift, first order (non-degenerate)

Stark shift, second order (degenerate)

Linewidth of hyperfine transitions

Linewidth of intercombination transitions

Linewidth of electric dipole transitions

Relative line blurring, AL/, of electric dipole transitions
Electric field experienced by bound electron
Electron—electron interaction within ion

Peak location of ionization cross section (Lotz)

Peak magnitude of ionization cross section (Lotz)

Peak location of excitation cross section, electric dipole
Peak magnitude of excitation cross section, electric dipole
Mean free path through background gas, slow ions

Mean free path through background gas, fast ions
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Table 2. Summary of numerical values of selected quantities discussed in this paper. See text for

definitions of terms and notes on range of applicability.

Bohr radius (cf Compton wavelength of electron, A, = 2.43 x 10712 m) ~ 221.Z7!

Charge of the electron, at distances > A,

Charge of the electron, at distances < A,

Crossover velocity dividing ‘fast’ and ‘slow’ ions
Velocity gain from image charge, hydrogenlike
Energy gain from image charge acceleration
Neutralization energy of U

Neutralization energy of U%2*

Electric field felt by 1s electron, hydrogenlike uranium

Critical Z for spontaneous generation of matter (point nucleus)
Critical Z for spontaneous generation of matter (finite nucleus)

Diameter of surface region modified by slow HCI impact

Peak location of ionization cross section (/ = ionization energy)

Peak magnitude of ionization cross section
Mean free path through background gas, slow ions

1.60 x 107 C
0o

vp=2x 105 ms!
0.3-1.2% wvo
~1x Q¥2ev
6eV

763000 eV
106V em™!
137

173

~ 10 nm

272 x1
Equation (7)
Equation (8)

At the 85th Nobel symposium in 1992, Joe Sucher suggested that just as the progression

of technology can be described by ‘ages’ (stone age, bronze age, etc) so too does science
enter into ages in which new progress is enabled by some underlying development. Sucher
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coined a new term to describe a change that had taken place in atomic physics research: ‘We
entered and are still in the midst of a veritable second flowering, which I will call the ion age’
(Sucher 1993). At the same symposium, another speaker (Briand 1993) made reference to
the then-new EBIT devices that were beginning to make it relatively easy and inexpensive to
produce very highly charged ions. Meanwhile, half way around the world, a new heavy-ion
accelerator dedicated to the treatment of cancer patients was gearing up (Myers 1993). These
and other developments helped foster new connections between researchers in fundamental
atomic physics and other fields such as materials science and the life sciences.

Since the 1992 Nobel symposium the quality and number of tools available to study HCIs
has increased considerably. There are now in operation or under construction, nearly a dozen
EBITs around the world. In addition, these and other methods of producing and studying HCIs,
such as particle accelerators and storage rings, have improved their capabilities dramatically.
A cursory look at the remaining open questions and possibilities for future research makes it
clear that the ion age has just begun.
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Trapped Highly Charged Ion Plasmas

E. Takacs ' and J. D. Gillaspy *
National Institute of Standards and Technology, Gaithersburg, MD 20899

Abstract. Electron Beam Ion Trap (EBIT) devices and their special features are reviewed with
attention to applications in highly charged ion plasma research. EBIT properties are presented
based on information extracted from a variety of experiments reported in the literature. Topics
discussed include typical parameters (Debye length, Wigner-Seitz radius, Coulomb coupling
parameter, density, temperature, etc.), magnetic trapping mode, ion cload shape, rotation, and
evaporative cooling. We conclude that the quantitative understanding of highly charged ion
plasmas inside an EBIT requires improved modeling and advanced diagnostic techniques.

INTRODUCTION

Heavy 1ons with dozens of electrons removed, so-called highly charged ions, have a
wide range of potential applications. Imagine an atomic system that is stripped to its
core, with only a few electrons remaining at most. The electronic binding energy that
must be overcome to further ionize such a system can be over a thousand times higher
than that in ordinary ions or atoms. Even more striking, the potential energy liberated
when such a highly charged ion re-neutralizes itself can be nearly a million times
larger than that of a conventional ion.

Because many atomic properties scale with high powers of the nuclear charge, ions
along an isoelectronic sequence (ions with different nuclear charges, but the same
number of ¢lectrons) quickly enter exotic regimes where conventional intuition fails.
Forbidden electronic transitions can become stronger than those allowed by electric
dipole selection rules, and energy levels can become strongly affected by the structure
of the vacuum [1,2].

The enormous amount of free potential energy and ultra-compact size that highly
charged ions possess is as unique as their exotic atomic structure. When such ions
approach surfaces, their strong electrostatic pull on bulk electrons can be felt many
atomic diameters away. As a result, highly charged ions are very effective in
modifying or breaking chemical bonds and crystal structures on the nanometer length
scale [3].

The natural curiosity to study such exotic ions in the extreme strong field limit was
one of the driving forces to build a device, such as an Electron Beam Ion Trap (EBIT),
that can be accommodated in a small laboratory. The first EBIT was put into operation
at the Lawrence Livermore National Laboratory [4,5] almost fifteen years ago. Shortly
after this, the National Institute of Standards and Technology (NIST) became the
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second place in the world to have a working EBIT [6,7], followed by new
constructions in several other laboratories [8-12].

EBITs are not the only machines that can create 1ons in high charge states, but
certainly they are one of the most versatile, offering great control over the
experimental conditions in which highly charged ions are produced. The success of the
EBIT is proven by the numerous widely-cited experiments that have been carried out
by since its inception [4,5,13-18].

Although the device is still in the process of rapid evolution, the fact that current
small-scale EBITs can already produce millions of highly charged ions per second
suggests that applications that take advantage of the unusual properties of very highly
charged ions should be pursued. Some of the basic scientific studies which will
underlie applications of such exotic ions are being carried out by the highly charged
ion community, while more immediate applications are being pursued by industrial
entrepreneurs [19] (and references contained in [2]).

As EBIT devices may one day be capable of producing much larger numbers of
highly charged ions, it is interesting to survey the capabilities and properties of the
present machines to help further the development of possible future designs. The basic
mechanisms of ion production and operation of the EBIT is theoretically understood;
the evolution of the charge states and the dynamical ionization and recombination
balance between the neighboring charges can qualitatively be accounted for with
model calculations [20-23]. However, there are indications in several experiments that
a quantitative understanding remains to be developed.

Detailed understanding of EBIT properties is hampered by the fact that only a
limited number of experiments have been performed that specifically target the
properties of the highly charged plasma inside an EBIT. There is, however, a large
database of indirect information contained in other types of measurements. In the
present paper, we will attempt to put these pieces of information together in a coherent
manner to provide a general experimental overview of the detailed operation and
features of an EBIT. We will also point out some discrepancies that have accumulated
in the fifteen years of experience with the device that might point to a better
understanding of its operation and that could possibly even be exploited in future
applications. We hope that with this summary we will stimulate people from the
broader scientific community to contribute to a cross-disciplinary attack on some of
the problems, and in particular to put forward advanced diagnostic and modeling ideas
that will ultimately help to realize new applications for highly charged ions.

HIGHLY CHARGED ION BEAMS AND CLOUDS

Most of the applications that take advantage of highly charged ions require large
numbers ions in the form of high quality clouds or beams. EBITs, in this sense,
already qualify as one of the best devices to study. The source region is rather simple
and well controllable, and is qualitatively similar to the precision controlled traps that
the non-neutral plasma community uses. Understanding the basic properties of these
traps can serve as a foundation for designing new, innovative highly charged ion
devices. However, as in atomic structure, it might well be that conventional plasma
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properties have to be rethought in the highly charged ion regime, in which case
existing EBITs could be used as test-beds for these ideas.

Some members of the conventional non-neutral plasma community have argued
that highly charged ions could offer some attractive possibilities for the study of
strongly coupled systems at relatively high temperatures [24]. Some of the advantages
of using highly charged ions in quantum information schemes have also been
discussed [25]. One of the first steps towards these goals was the experimental
realization of a highly charged ion crystal in a precision trap that was filled with ions
from an EBIT [26,27]. Some of the cooling schemes applicable to highly charged ions
have already been put into operation in an EBIT [28-30].

Another interesting possibility is related to the quest for crystalline ion beams with
high center-of-mass energies (>1 MeV, but with small relative energy <1 eV). These
beams would provide the unprecedented quality and brightness sought in many
applications [31-33]. The idea of creating crystalline ion beams in storage rings was
proposed more than fifteen years ago [34]. Despite some promising results [35,36],
the experimental realization in high-energy devices appears to be still lacking [32].

An alternative approach to the crystalline ion beam problem [37] was recently
experimentally realized [32] in a small-scale storage ring. The idea is to first create a
crystalline ion cloud at rest using methods and tools that are applied in strongly
coupled ion cloud studies, and then to accelerate it to high energies without destroying
the ordered structure. The experiment, which used singly charged ions and laser
cooling to create the ion crystals at rest, was able to demonstrate acceleration to about
1 eV energy [32]. It is believed that scaled-up versions of this scheme can be used as
high-energy storage rings.

Direct laser cooling of highly charged ions is problematic because of the scarcity of
visible transitions. It has recently been demonstrated, however, that sympathetic laser
cooling can be equally effective [38]. This alternative cooling technique has also been
shown to be very effective for highly charged ions [26,27]. In addition, there may be
other, non-laser based cooling schemes that have yet to be fully developed [45,46].

One of the major differences between Penning traps and EBITs is the presence of a
monoenergetic, high-energy, high-density electron beam at the center of the trap.
Some groups, however, have modified their Penning traps to include an electron beam
[39-42]. These works are not motivated by the desire to create highly charged 1ons,
but rather to create better confinement conditions and more dense plasmas for
applications such as alternative nuclear fusion devices. The dense electron beam
creates a steep spatial ion density gradient that helps to locally overcome the density
limitations posed by the Brillouin limit [39,40]. Similar gradients have been observed
in recent EBIT experiments [43,44]. Furthermore, typical 1on densities found in
EBITs (see below) are already above the Brillouin limit.

The possibility of creating high ion cloud densities and high brilliance beams using
present EBITs without auxiliary laser cooling may not be that far-fetched. Recent
model calculations [45,46] suggest that evaporative cooling could be significantly
enhanced under certain conditions, and thus even the strongly correlated regime might
be achievable this way.
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ELECTRON BEAM ION TRAPS

The basic operational principle and the details of the EBIT components can be
found in several recent reviews [47,48]. These papers give a design and modeling
point of view of the operation of the present-day EBITs. In the present work, we
would like to review a few experiments that determined some of the important
operating parameters of the machine. In some cases these results were not even the
main goal of the particular experiment, but rather a byproduct. Since these
experiments were done with different machines, using different types of ions, and
different experimental techniques, their direct comparison might not be justified in all
cases. However, a semi-comprehensive review of the data might help to shed some
light on the capabilities of EBITs and to give a general feel for the operating parameter
ranges.

Operation

The creation of highly charged ions in an EBIT is based on the interactions of ions
with a high density electron beam of about 1 keV to 30 keV energy. The electron
beam is produced by a commercial electron gun and is highly compressed by a pair of
superconducting magnets producing homogenous field of about 3 T in the center of
the machine. Neutral atoms or singly charged ions are injected into a three element
Penning trap and then are stripped of most of their bound electrons during consecutive
interactions with the electron beam. The average ionization stage in equilibrium can be
selected by properly choosing the energy of the electron beam. Radially the ions are
confined by both the electric field of the electron beam and the high magnetic field.
The effect of the magnetic field dominates only for large distances from the electron
beam. Once the ions of the desired charge state are produced, the electron beam can be
used for exciting electronic transitions for spectroscopic studies, or it can be turned off
completely, leaving the axial confinement solely to the magnetic field [49,50]. Details
of the modeling of ion creation [47] and the trapping dynamics [48] are described
elsewhere. The NIST EBIT is also equipped with a highly efficient ion extraction and
transport system, with a built-in charge-to-mass ratio separator. This system can be
used for diagnostic purposes to infer charge state distributions inside the trap, or as a
facility for ion-surface and ion-gas collision experiments.

In the following paragraph we summarize the typical plasma parameters of EBIT
ion clouds. The measurements that provided the input for these determinations will be
presented in later sections.

Typical plasma parameters

Plasma conditions created in EBITs are similar to those of the solar corona.
Electron densities are around 10'> cm™ and electron energies are approximately equal
to (or above) those found in 10 million Kelvin temperature plasmas. One distinctive
difference is that in the EBIT the electron energy is monoenergetic, with a width of
only about 16 eV [70] to 70 eV [71]. A typical relative energy spread, AE/E, is under
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1 %. The narrow energy spread is the key to creating a charge state distribution that
only includes a few ionization stages. In the case of ions with closed shell electronic
configurations, close to 100 % charge state purity can be achieved [77]. In a more
typical case, there would be a distribution of charge states present. The charge-to-
mass spectrum of extracted ions [72,73] can be used to monitor the degree of charge
state purity.

Typical measured densities of particular charge states in multi-component EBIT ion
clouds range from 5x10% cm™ to 1x10' cm™ [7,61]. Local ion densities can be higher
than these values because of the steep gradient in the space charge potential of the
electron beam. Typical measured ion temperatures are between 70 eV [65] and 700 eV
[66, 64], increasing as the 1on charge increases.

The Debye length for typical ion densities (n) and temperatures (T) inside an EBIT,

fg kT
/10—__ > 2 (1)
hgq

is around 20 pum to 60 um. This value is relatively small mainly because of the high
charge (q) of the ions. The size of the ion cloud is 2 to 20 times this value.
The average distance between ions of a particular charge state is given by the

Wigner-Seitz radius,
3
=3 2
a=3 ) (2)

about 3 um to 8 um. These Debye lengths and Wigner-Seitz radii are similar to those
for typical singly charged ion plasmas, but other parameters that scale with the ion
charge can be very different. One such parameter that scales quadratically with ion
charge is the average potential energy between neighboring ions:

2
v, =1 3)
4rea

For ions of high charge-states this can be 3 or 4 orders of magnitude higher than for
singly charged systems. It can be more than 1 eV in absolute value. This leads to
another strongly scaling quantity, the Coulomb coupling parameter:

P

7
=—F — 4
4re akT ¥

Because of the high ion charge, even at temperatures close to 1 million Kelvin I is
more than 0.01. If the cloud could be cooled to room temperature, I' would be around
50, which is well into the range where liquid phase behavior 1s predicted [60].
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EXPERIMENTAL CHARACTERIZATION OF EBITS

Although there have been over 300 EBIT publications since the first one in 1988,
relatively few experiments have been performed to date that determine the parameters
described in the previous section. In the following subsections, we discuss these few
experiments, and point to corresponding theoretical work.

Electron beam

The spatial distribution of the electron beam has been measured using a variant of
an x-ray pinhole camera [5, 74, 75], and using Thomson scattering [76]. The x-ray
imaging experiments rely on the fact that excited state lifetimes in highly charged ions
are so short that x-rays are emitted essentially instantaneously at the location that they
interact with the electron beam. A map of the x-ray emission from the ions, therefore,
reflects the electron beam density distribution directly. The measurements are in rough
agreement with predictions based on Herrmann theory [51], although there have been
some discrepancies on the order of 20 %. Generally, it has been assumed that the
electron beam spatial distribution is Gaussian, with a radius ry containing 80 % of the
electron beam given by,

rs 8mkTr’® B’r'
r,=—2 11+ [1+4 < 42 5
" Jz\/ \/ (ezBZrB4 BZrB“) ©)

where B, is the magnetic field in the electron gun cathode region; T, is the temperature
of the cathode; r. is the radius of the cathode; B is the magnetic field at the central drift
tube; m is the rest mass of the electron; k is the Boltzmann constant; rg is the Brillouin
radius:

[ 6
"N 474107 7B ©
determined by the electron current, I. , and the electron energy, Ee. .

In order to understand the presence of the parameter B. in the above expression, it
is useful to consider some further details of the EBIT design. The electrons are emitted
from a heated cathode in a Pierce-type electron gun configuration [4,5,48] located in
the fringing field region of the main trap magnet. The electrons are accelerated
towards a positively biased drift tube region (the trap center) by a series of guiding
electrodes. It has typically been assumed that the maximum current density is achieved
by minimizing the radius in expression (5), implying that the field at the cathode
should be zero. In this case, however, the trap magnet acts as a magnetic mirror, and a
significant number of electrons will be reflected back away from the trap. We have
shown that theoretically the optimum field is actually a few tenths of a mT (a few
gauss) [52]. The control of the magnetic field is aided by a steel plate placed above
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the electron gun, and a coil built into a sealed chamber that surrounds the electron gun
[5,52]. The magnitudes of the various EBIT parameters (r~1.5 mm, T.~1000 K, for
example) allow one to simplify expression (5) considerably to,

v
8mkT.r> )"
C [—B] 7

. On its way towards the drift tubes, the electron beam is compressed by the

increasing magnetic field. Model calculations show that the 3 T magnetic field in the
" trap region is homogenous over the 3 cm long ion trap region to better than 0.05 %
[44].

Magnetic trapping

The early EBIT papers stated that the ions were trapped in the radial direction by
the electrostatic field provided by the electron beam (see, for example [S]). The
magnetic field was presented as a technical detail needed to adiabatically compress the
electron beam to high densities at the trap center. From the onset of our work [7,50],
however, we have taken a somewhat different view, which emphasizes the direct
effect of the magnetic field on the ion confinement. With this point of view, we first
reported an experiment that demonstrated that an EBIT can be used to measure some
properties of highly charged ions (excited state lifetimes, for example) more
efficiently when the electron beam is turned off [50]. This work was stimulated by
some related work on ion cloud diagnostics at Livermore [53-57]. Both the atomic
lifetime measurements and the cloud diagnostic studies showed that after an initial
expansion, the ion cloud stabilized after the electron beam was turned off. Only trap
losses like cross-field diffusion and charge exchange with the background gas then
lead to a decrease of the ion signal. Similar issues have been studied more thoroughly
outside of the EBIT community e.g. [24, 60]. We suggest that using an EBIT to
produce highly charged ions, and then switching to the “magnetic trapping mode” of
operation might be particularly interesting for many advanced plasma studies.

lon cloud shape

It is only recently that an image of the measured ion cloud shape has been reported
[2]. Most of the experiments have simply used the EBIT as a light source or as an ion
source for atomic physics or ion-surface studies, with relatively little effort allocated
to study the macroscopic properties of the 1on cloud itself. Ironically, much of the
work that has been published rests on assumptions about the spatial distribution of the
ions in the cloud.

The first systematic study of the ion cloud shape was published recently [43]. This
work used a CCD camera and an optical lens system. Data was collapsed along the
axis of the electron beam to produce a 1-dimensional cross sectional image with
improved signal-to-noise ratio. Complimentary data, taken under rather different EBIT
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operating conditions, have been reported in the PhD thesis of M. Tarbutt [44]. Both of
these works were predated by some spatial information that was obtained by Serpa et
al. [50] in connection with the measurement of excited-state atomic lifetimes. In this
work, the entire spectrometer table was mounted on sliding rails and was moved
perpendicular to the EBIT observation direction by piezoelectric translators, allowing
the transverse distribution of light at the entrance slit of the spectrometer to be mapped
out. Some earlier unpublished work using CCD imaging was briefly described in a
Livermore annual report [58].

The lack of any work in imaging the ion cloud immediately after the first EBIT came
online can be partly understood by realizing that it was quite a few years before the
first visible-light spectroscopy was done on an EBIT [18]. The reason for this is that
the scaling laws cause most of the transition energies to shift into the x-ray energy
range as the ion charge is increased. There are a few unusual transitions, however, that
stay in the visible range, because of a fortuitous energy-level crossing. One of these
transitions has been predicted [59] and found [18] in the Ti-like isoelectronic
sequence. There are also transitions that during their rapid scaling to shorter
wavelengths from the infrared or microwave range, pass through the visible range at a
particular charge state or narrow range of charge states. Notable examples of the latter
are visible hyperfine transitions in high Z elements.

Another requirement for cloud imaging is that the line should have a lifetime that is
long compared to the time it takes the ion to complete several cycles of its motion (the
cyclotron frequency varies from 1.2x107 s to 1.3x10% s™' for ions ranging from U'**
to Ar'®"). This condition is necessary, because electron impact excitation can only take
place inside the electron beam. As mentioned above, if the emitting transition has a
short lifetime (like in most of the x-ray lines), the image only reflects the product of
the electron and ion densities, not the full ion cloud shape.

The cloud imaging experiments of Porto et al. [43] used Ar'®*, X&', and Xe**
ions and the experiments of Tarbutt [44] used Ar'% jons for the measurements. Both
experiments concluded that the ion cloud has a density distribution that sharply peaks
in the center of the EBIT. Porto et al. assumed thermal equilibrium for the ion cloud to
model the shape of the measured distribution in the self-consistent field of the electron
beam and the ion clouds. The fits suggest that the ions may indeed be close to thermal
equilibrium. The temperatures obtained from the fits fall within expected values [43].
At lower trapping voltages, the experimentally obtained widths became wider than
what is expected for even the maximum possible temperatures, which was interpreted
as a signature that the ion cloud is non-thermal.

ITon cloud rotation

The possible collective rotation of the 1on cloud has not been taken into account in
any of the previous work with EBITs. Clouds of highly charged ions in thermal
equilibrium 1n a pure magnetic field with densities close to the Brillouin limit should
rotate collectively at half the cyclotron angular frequency [60]. How this situation is
modified by the presence of the electron beam has yet to be studied in detail.
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lon number and density

The ion densities can be measured by detecting x-rays originating from processes
with well-known cross sections, assuming the electron density is known. One of these
1s the so-called radiative recombination, which can be calculated to better than few
percent accuracy [13]. This method was used by Gillaspy et al. [7] and by Margolis et
al. [61] to determine the number Ba*®" ions in the trap (3.1x10%) or, with fewer
assumptions, the ton density (1.0x10® em™ — 1.1x10° cm™). Margolis et al. [61] also
measured densities of 1.3x10'® cm™ and 0.7x10' cm™ for Ar'® and Ar'™ ions
respectively using the same method.

A different technique was used by Schweikard et al. [54] to determine the number
of 1ons inside the EBIT. In [54] electrical probes were inserted into the EBIT to detect
ion cyclotron resonance (ICR) signals induced by the ions. From the induced currents,
the number of ions is inferred to be 10° to 10° for high charge state Kr ions (Kr***,
Kr***, and Kr’®"). Using these numbers and assuming approximately 10~ cm® for the
volume of the ion cloud, we infer 108 cm™ - 10° cm™ for the average ion densities, in
reasonable agreement with the results of the x-ray method.

It should be noted that the estimated densities using the ICR method are averages
over the entire ion cloud, whereas the x-ray method samples only the region where the
electron beam overlaps with the ion cloud. Because of the density gradient, the x-ray
method should yield higher values than the average density. A better determination of
the local ion densities could be performed by combining either of these methods with
imaging techniques.

Charge state distribution

The evolution of the charge state distribution when the electron beam is on is
determined by a set of coupled differential equations including source and loss terms
for each charge state [20]. Once equilibrium is reached, recombination with electrons
to produce lower charge states and re-ionization keep a balance between the
neighboring charge states. Model calculations can account for the qualitative behavior
of the time dependence, however discrepancies have been reported in several cases
[62,63]. One of the critical issues that comes up in many experiments is the overlap
factor between the electron beam and the ion cloud [20,63]. The modeling of this
parameter relies on the knowledge of the properties of the ion cloud. As it has been
shown in the imaging experiments [43,44], this can be very complicated, especially if
non-thermal clouds are present. Further understanding calls for advanced modeling of
the highly charged ion cloud.

Ion temperatures

A routine procedure in spectroscopy to determine ion temperatures is the
measurement of the Doppler broadening of spectral lines. This method assumes that
the emitting ions are in thermal equilibrium, a condition that might not be satisfied in
some cases as suggested by the direct imaging results. Collective ion cloud rotation
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could also cause spectral line broadenings, which might explain why the experiments
have not indicated very low temperatures, even in cases where the axial potential
barrier was very small. Nevertheless, the broadening of a relatively narrow spectral
line, measured by high-resolution instruments, gives a general idea about the
temperature ranges that highly charged ions are subjected to in EBITs.

The NIST EBIT group [7,64] used a Fabry-Perot spectrometer to measure the width
of a visible magnetic dipole transition in Ba’*". The experimental results indicated an
ion temperature between 500 eV and 1000 eV. These values are much less than what
the depth of the potential trap would allow, which for such a high charge-state
amounted to about 17 keV (the reason for this reduced temperature is given in the next
section). Similar conclusions were drawn from the x-ray line-width measurements of
Beiersdorfer et al. [65,60] using Ti*®" jons. In these cases, the measured widths
indicated equilibrium temperatures of 70 eV - 700 eV. Although the temperatures
showed a dependence on the axial trap depth, the measured values were generally
smaller than the possible temperatures Ti*"" ions were allowed to take, similarly to the
observation of the NIST group using Ba*" ions. Neither of the measurements took
into account the possible collective rotation of the ion cloud, so the actual ion
temperatures could have been even lower than those inferred from the measurements.

Evaporative cooling

The 1nteraction of the ions with the dense and energetic electron beam continuously
pumps energy into the cloud via inelastic collisions at a rate of a few keV/s [20]. At
this rate of heating, most of the ions would quickly boil out of the trap. However,
evaporative cooling of the higher charge state ions by elastic collisions with lower
charge state ions that preferentially escape the trap strongly modifies this situation.
Evaporative cooling of heavy ions can be even more efficient using lighter ions
purposely injected into the trap. These lighter ions can be rapidly stripped bare, after
which their charge state evolution is truncated.

Evaporative cooling of highly charged gold (Au®, Au%®", Au®", etc.) by low
charge state Ti ions (maximum Ti**") was successfully demonstrated by Schneider ez
al. [67]. Using this method, trapping times of several hours have been observed,
demonstrating the presence of a strong cooling mechanism. Model calculations of the
effect [69] predicted that highly charged heavy ions can be trapped for indefinitely in
this way.

Conventional evaporative cooling in an EBIT [67-69], as described above, differs
from evaporative cooling in neutral atom taps in that there is no time-dependence of
the trap potentials. This cooling is not lossy because it depends on collisions with
lower charge state ions that “see” a different trap depth. There have been two recent
model investigations [45,46], which propose improved evaporative cooling schemes
for an EBIT using time-dependent potentials. Because of the long-range nature of the
strong Coulomb interaction, evaporative cooling works very differently in the case of
highly charged, compared to the neutral atom case. At low temperatures, instead of
getting weaker, the evaporative cooling mechanism can be accelerated, leading to very
low achievable temperatures.
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